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Abstract 

Epilepsy is a disorder of the central nervous system, specifically the brain. It is a neurological malfunction affecting about 1%  of the 
population and is the third most common neurological disorder following rheumatic heart disease and Alzheimer‘s disease, but it imposes 
higher costs on society. Magnetic Resonance Imaging (MRI) is one of the most common diagnostic tests used for patients for epilepsy 
prediction. Shortage of radiologists and the large volume of MRI scan images that need to be analyzed may lead to labor intensive, expensive 
and inaccurate prediction. Hence there is a need to generate an efficient prediction model for making a correct diagnosis of epilepsy and 
accurate prediction of its type. This paper describes the modeling of epilepsy prediction using Support Vector Machines (SVM), a machine 
learning algorithm. The prediction model has been generated by training the support vector machine with descriptive features derived from 
MRI data of 350 patients and observed that the SVM based model with a Radial Basis Function (RBF) kernel produces 93.87% of prediction 
accuracy. 
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1. Introduction 

Epilepsy is a neurological condition that from time to time produces brief disturbances in the normal electrical functions of the 
brain and is characterized by intermittent abnormal firing of neurons in the brain [1]. It can be caused by genetic and 
developmental abnormalities, febrile convulsions, craniofacial trauma, central nervous system infections, hypoxia, ischemia, and 
tumors. 

Based on the physiological characteristics of epilepsy and the abnormality in the brain, the kind of epilepsy is determined. 
Epilepsy is broadly classified into absence epilepsy, simple partial, complex partial and general epilepsy. Absence epilepsy is a 
brief episode of staring. It usually begins between ages 4 and 14. Simple partial epilepsy affects only a small region of the brain, 
often the hippocampus. Complex partial epilepsy usually starts in a small area of the temporal lobe or frontal lobe of the brain. In 
general, epilepsy affects the entire brain. 

A number of diagnostic tests such as Electroencephalogram (EEG), Computed Tomography (CT), Magnetic Resonance 
Imaging (MRI) and PET (Positron Emission Tomography) are existed to diagnosis and to identify the type of epilepsy. 

Magnetic Resonance Imaging (MRI) is the most important neuroimaging test diagnostic tool that identifies structural 
abnormalities in the brain that may be associated with the cause of epileptic seizures. MRI can effectively predict both brain 
disorder and its kind. Thus it plays a crucial significant role in the treatment of epilepsy.  
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As more of these computerized imaging systems become widespread, it is increasingly important that the large amounts of 
digital information, thus obtained, can be automatically processed. Recently, it has been shown that the determination of 
structural and volumetric asymmetries in the human brain from MRI provides critical data for the diagnosis of abnormality [2]. 

Christian Loyek et al. carried out the work in epilepsy prediction and developed a model for predicting focal cortical dysplasia 
lesions, which is a frequent cause of medically refractory partial epilepsy, in MRI using support vector machine [3]. M.C.Clarke 
et al. developed a method for abnormal MRI volume identification with slice segmentation using Fuzzy C-means algorithm [4].
Forrest Sheng Bao carried out the work and developed a model for epilepsy diagnosis based on EEG using neural networks [5]. 
Maryann D’Alessandro et al. developed a model in epileptic seizure prediction using hybrid feature selection over multiple 
intracranial EEG electrode contacts [6]. 

Machine learning provides methods, techniques and tools, which help to learn automatically and to make accurate predictions 
based on past observations [7]. Machine learning approaches to medical domains shows very promising research results. In this 
paper, the potential benefits of machine learning algorithm namely support vector machine are made use of for the automated 
prediction of epilepsy. Support Vector Machine (SVM) is a supervised learning algorithm for learning classification and 
regression rules from data. SVM is suitable for working accurately and efficiently with high dimensionality feature spaces. The 
proposed SVM based epilepsy prediction model is shown in Fig 1. 

Fig. 1.Proposed SVM based epilepsy prediction model

2. Data acquisition 

The MRI images of 350 epilepsy patients have been acquired on a 1.5 Tesla scanner of Siemens Magnetom Symphony, 
Erlangen, Germany, from Clarity Imaging Centre, Coimbatore. Axial, 2D, 5mm thick slice images, with a slice gap of 2mm have 
been acquired with 246*512 acquisition matrix and with the field view of range 220mm to 250mm. The image gray level in MRI 
mainly depends on three tissue parameters viz., proton density (PD), spin-lattice (T1) and spin-spin (T2) relaxation time. T1 and 
T2 are sensitive to the local environment; they are used to characterize different tissue types. T1, T2 and PD type images are 
mostly used by different researchers for different MR applications. Recently, the FLAIR sequence has replaced the PD image. 
FLAIR images are T2 weighted with the CSF signal suppressed. T1 shows higher intensity for white matter, T2 presents higher 
intensity for cerebrospinal fluid. Five sets of images namely Normal, Absence Epilepsy, Simple Partial Epilepsy, Complex 
Partial Epilepsy and General Epilepsy are taken into consideration. 

3. Feature extraction 

 Three classes of textural features which characterize MRI images have been extracted and they are listed in Table 1. [8, 10].The 
features extracted from the MRI images of five categories are transformed into feature vectors and used for training. Each feature 
vector of size 16 is computed over the window size of ‘n×n’ pixel matrix.  

The three categories of textural features are  
• First order statistical features 
• Second order statistics that are computed from spatial gray-level co-occurrence matrices (GLCMs)  
• High order statistics that are computed from gray-level run length matrices (GLRLMs). 

MRI Images 

Feature extraction 

SVM Training SVM based prediction model 

Prediction 
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Table 1. Features 

Class 1 

Statistics 

Class 2 

Gray level coocurence 

Class 3 

Gray level run length 

Mean 

Variance 

Skewness 

Kurtosis 

Entropy 

Contrast 

Correlation 

Energy 

Homogeneity 

Short runs Emphasis 

Long runs Emphasis 

Run Percentage 

Gray Level non uniformity 

Run level non uniformity 

Low gray level run emphasis 

High gray level run emphasis 

The first order statistical features such as mean, variance, skewness and kurtosis have been derived using (1)-(4). 
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where G is the number of gray levels in image and P (i) denotes the gray level intensity. 

The GLCMs are constructed by mapping the gray level co-occurrence probabilities based on spatial relations of pixels in 
different angular directions [8, 9]. The second order statistical features from gray level co-occurrence matrix (GLCM) such as 
entropy, contrast, correlation, energy and homogeneity are calculated as described in (5) - (9). 
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where P (i, j) reflects the distribution of the probability of occurrence of a pair of gray levels (i, j), μi, μj, σi ,σj are the mean and 
standard deviation values of GLCM. 

The Gray Level Run Length Matrix (GLRLM) calculates characteristic textural measures from gray-level run lengths in 
different image directions [10]. The high order features from gray level run length matrices such as short run emphasis, long run 
emphasis, run percentage, gray level distribution, run length distribution, Low Gray-Level Run Emphasis and High Gray-Level 
Run Emphasis are calculated as described in (10) - (16).

Short Runs Emphasis are emphasized by dividing each element in P (i, j) by the square of its length (j). The denominator is 
the total number of gaps in the image and is calculated using the formula 
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Long Runs Emphasis measures distribution of long runs and is highly dependent on the occurrence of long runs and it is 
computed as  
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Run Percentage is the ratio between the total numbers of observed runs to the number of pixels in the image and is given by 
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Gray Level Non-uniformity measures the similarity of gray level values throughout the image and is calculated as
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Run Level Non-uniformity measures the similarity of the length of runs throughout the image and it is computed using the 
formula 
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Low Gray Level Run Emphasis (LGRE) and High Gray Level Run Emphasis (HGRE) is introduced to separate textures that 
have equal SRE or LRE, but non-equal distributions of gray levels in the runs and are given as 

Low Gray Level Run Emphasis 
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High Gray Level Run Emphasis 
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where P (i, j | θ) is the element in GLRLM that define the number of runs of gray level i, with length j, in a specific direction 
θ, G is number of gray levels in image, R is the longest run in image and N is the number of pixels in the image. 
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4. Support vector machine 

The machine is presented with a set of training examples, (xi, yi) where the xi is the real world data instances and the yi are the 
labels indicating which class the instance belongs to. For the two class pattern recognition problem, yi = +1 or yi = -1. A training 
example (xi, yi) is called positive if yi = +1 and negative otherwise. SVMs construct a hyper plane that separates two classes and 
tries to achieve maximum separation between the classes. Separating the classes with a large margin minimizes a bound on the 
expected generalization error. 
     The simplest model of SVM called Maximal Margin classifier, constructs a linear separator (an optimal hyper plane) given by 
w T x - y= 0 between two classes of examples. The free parameters are a vector of weights w which is orthogonal to the hyper 
plane and a threshold value. These parameters are obtained by solving the following optimization problem using Lagrangian 
duality. 
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where Dii corresponds to class labels +1 and -1. The instances with non-null weights are called support vectors. In the 
presence of outliers and wrongly classified training examples it may be useful to allow some training errors in order to avoid 
over fitting. A vector of slack variables ξi that measure the amount of violation of the constraints is introduced and the 
optimization problem referred to as soft margin is given in the equation (18). In this formulation the contribution to the objective 
function of margin maximization and training errors can be balanced through the use of regularization parameter C. 

When the number of class labels is more than two, the binary SVM can be extended to multi class SVM [11]. Multiclass 
support vector machine can be trained either using direct method or indirect method. One of the indirect methods for multiclass 
SVM is one versus rest method. For each class a binary SVM classifier is constructed, discriminating the data points of that class 
against the rest. Thus in case of N classes, N binary SVM classifiers are built.  

During testing, each classifier yields a decision value for the test data point and the classifier with the highest positive decision 
value assigns its label to the data point. The comparison between the decision values produced by different SVMs is still valid 
because the training parameters and the dataset remain the same. 

  One of the direct multiclass SVM is Crammer and Singer method and the formulation is given by 
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where ki is the class to which the training data belong,  
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The decision function for a new input data xj is 
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5. Experimental setup 

The data analysis and epilepsy prediction is carried out using SVMlight2 tool for machine learning. Five categories of feature 
vectors are labeled as 1 for Normal, 2 for Absence Epilepsy, 3 for Simple Partial Epilepsy, 4 for Complex Partial Epilepsy and 5 
for General Epilepsy, The training dataset used for epilepsy prediction modeling consists of about 350 images with 16 features, 
where each category consists of about 70 images. 

2 SVMlight is an open source tool. 
http://www.cs.cornell.edu/people/tj/svm_light/ 
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The dataset has been trained using SVM light with most commonly used kernels such as linear, polynomial and RBF with 
different parameter settings for d, gamma and C–regularization parameter. The parameters d and gamma are associated with 
polynomial kernel and RBF kernel respectively. 

The 10 fold cross validation method is used for estimating the performance of the SVM based trained models. The 
performance of the models is evaluated based on prediction accuracy of the models and learning time i.e., the time taken to build 
the model. 

6. Results and discussion 

The cross validation results of the trained models based on support vector machine with linear kernel are shown in Table 2. 

Table 2. SVM linear kernel 

Linear SVM C=0.1 C=0.2 C=0.3 C=0.4 

Accuracy(%) 84 86.36 84.5 85 

Learning time(secs) 0.02 0.02 0.03 0.04 

The results of the model based on SVM with polynomial kernel and with parameter d and regularization parameter C are 
shown in Table 3. 

Table 3. SVM polynomial kernel 

d 

C=0.1 C=0.2 C=0.3 C=0.4 

1 2 1 2 1 2 1 2 

Accuracy(%) 87 88 90 93 90 90 91 92 

Learning time(secs) 0.1 0.3 0.1 0.8 0.9 0.2 0.2 0.3

The predictive accuracy of the non-linear support vector machine with the parameter gamma (g) of RBF kernel and the 
regularization parameter C is shown in Table 4. 

Table 4. SVM RBF kernel 

The average and comparative performance of the SVM based prediction model in terms of predictive accuracy and learning 
time is given in Table 5 and shown in Fig 2 and Fig 3. 

Table 5. Overall performance of three models 

Kernel type Accuracy(%) Learning 
time(secs) 

Linear 84.96 0.027 

Polynomial 90.12 0.362 

RBF 93.87 0.787 

g 

C=0.1 C=0.2 C=0.3 C=0.4 

1 2 1 2 1 2 1 2 

Accuracy(%) 92 92 95 95 93 93 91 94 

Learning time(secs) 0.2 0.3 0.5 0.5 0.5 1.2 1.4 1.7
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Fig. 3. Learning Time 

As far as the epilepsy predictions task is concerned, accuracy plays major role in determining the performance of the MRI 
trained model than considering the learning time. From the above results, it is observed that the predictive accuracy shown by 
SVM with RBF kernel with parameters C=0.2 and g=2 is higher than the SVM with linear and polynomial kernel. 

7. Conclusion 

This paper demonstrates the applicability of supervised learning approach for solving epilepsy prediction problem. The epilepsy 
prediction task is modeled as classification problem and solved using a powerful supervised learning algorithm, support vector 
machine. The performance of SVM based epilepsy prediction models is evaluated using 10 fold cross validation and the results 
are analyzed. The results indicate that the support vector machine with RBF kernel gives the high prediction accuracy compared 
to other kernels. The outcome of the experiments indicate that Support vector machine models are capable of maintaining the 
stability of predictive accuracy, and can well be adopted for determining the type of epilepsy. Also, it was observed that the 
nonlinear techniques are more accurate in characterizing the epileptic features of MRI image and its associated category. 
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