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Abstract 

Most of the supervised learning task has been carried out using single label classification and solved as binary or multiclass 
classification problems. The hierarchical relationship among the classes leads to Multi- Label (ML) classification which is learning 
from a set of instances that are associated with a set of labels. In Tamil language, phonemes fall into different categories according 
to place and manner of articulation. This motivates the application of multi-label classification methods to classify Tamil phonemes. 
Experiments are carried out using Binary Relevance (BR) and Label Powerset (LP) and BR’s improvement Classifier Chains (CC) 
methods with different base classifiers and the results are analysed. 
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1. Introduction   

Classification is a commonly used data mining task. Single label (SL) classification where each instance is 
associated with a class has been used in several distinct domains. In certain domains such as text categorization, 
annotation of image, audio and video, bioinformatics, emotion recognition systems where instances may belong to 
one or more classes. The set of techniques that can handle instances having multiple labels has been developed and 
are called multi-label (ML) classification [1]. 

Several different methods have been developed and reported to perform multi-label learning task. Two broad 
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categories used to perform multi-label learning are the problem transformation methods and the algorithm adaptation 
methods. The problem transformation approach involves transformation of an input instance into a representation 
suitable for traditional single-label classifier. In this approach, the multi-label data representation is transformed into 
a single-label data representation which is acceptable by traditional SL classification methods [2]. There are various 
algorithms which come under this approach are BR, LP, CC, RPC, CLR, etc. The algorithm adaptation approach 
involves modification of an existing SL classifier algorithm and making it suitable to handle multi-label instances. 
Many algorithms such as MLkNN, ML-BPNN, ML-DT uses this approach. Ensemble methods are also used for multi-
label learning that combines outcomes from several classifiers based on either problem transformation or algorithm 
adaptation. Algorithms such as RAkEL, Ensembles of classifier chains (ECC), follow this approach. 
 

Many application areas are present for multi-label classification like text categorization, scene classification, face 
recognition, drug discovery, music recommendation. This work employs multi-label classification approach in Tamil 
language phoneme classification task. 
 
2. Phonemes in Tamil Language 
 

Phoneme is the most commonly used sub-word unit in speech recognition application. Design and development of 
efficient phoneme recognition will lead to high accuracy speech recognition applications. The phonetic units of a 
Tamil language can be grouped into different categories such as vowels, plosives, fricatives, etc. According to the 
place and manner of articulation, phonemes can be organized in hierarchical fashion [3]. 

 
Tamil phonemes are majorly classified into obstruent and sonorant categories. Obstruent is a consonant sound such 

as that is formed by obstructing airflow, causing a strong gradient of air pressure in the vocal tract. Sonorant is a 
speech sound that is produced with continuous, non-turbulent airflow in the vocal tract. The hierarchy of phonemes 
in Tamil language is shown in figure 1. Stop consonants also known as plosives, are consonant in which the vocal 
tract is blocked so that all airflow ceases. Fricatives are consonants produced by forcing air through a narrow channel 
made by placing two articulators close together. This turbulent air flow is called frication. Affricates are combination 
of stops and fricatives, i.e., begins as a stop and release as a fricative with the same place of articulation. All these 
stops, fricatives and affricates fall in the group of obstruents. Nasals are allowing the air to escape freely through the 
nose but not through the mouth, as it is blocked by the lips or tongue. In terms of acoustics, nasals are sonorants, 
meaning that they do not significantly restrict the escape of air. In addition to vowels, phonetic categorizations of 
sounds that are considered sonorant include approximants, taps and trills [4][5]. 

 
  
 
 
 
 
 
 
 
 
 
 

                                                    
 
 
 
 
 
 
 
 
 Fig. 1. The hierarchical relationship of Tamil Phonemes 
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In phoneme classification, in flat classification model, search space complexity and time complexity is high. The 

relationship among the phonemes leads to hierarchical classification which greatly reduces search space complexity 
compared to flat classification model [4]. In this paper, the phoneme classification task employs the multi-label 
classification approach to overcome the issues related to complex flat phoneme or hierarchical phoneme classification. 

 
3. Related work 
 

Many multi-label classification based research were carried out to solve problems in different domain. A review 
of few research works are presented in this section. A multi-label classification approach was attempted in text 
categorization and functional genomics applications using Back-propagation for Multi-Label Learning (BP-MLL). It 
is observed that the performance of BP-MLL is superior to those of some well-established multi-label learning 
algorithms [6]. In another text categorization work, a novel joint learning algorithm that allows the feedbacks to be 
propagated from the classifiers for latter labels to the classifier for the current label was proposed. Experiments were 
done with real-world textual data sets like Slashdot, medical, Enron, and tmc2007 and the results were analysed with 
evaluation metrics such as hamming loss, exact match, and F-score [7]. A task of emotion recognition from music 
was carried out as a multi-label classification task [8], because a piece of music may have more than one emotion at 
the same time. They proposed the Binary Relevance based Least Squares Twin Support Vector Machine (LSTSVM) 
multi-label classifier for emotion recognition from music. The performance of the proposed classifier is compared 
with the eight existing multi-label learning methods using fourteen evaluation measures. 

A multi-label support vector machine active learning method was used to solve multi-label image classification 
problem [9]. In [10], the authors proposed Hypotheses-CNN-Pooling (HCP) for multi-label classification of images, 
where large single label image datasets are trained by CNN. In bioinformatics, for protein classification, some multi-
label classification methods were applied [11]. They used both algorithm independent approach (RAndom k-LabEL 
(RAKEL) method) and algorithm dependent approach (ML-kNN) with evaluation metrics accuracy, precision, recall, 
F-measure and sub-accuracy. They used yeast and protein datasets and analyzed the performance of the One-Against-
All, Label-Powerset, Cross-Training, ML-kNN and RAKEL. 

 
4. Multi-Label Classification 
 

In data mining, the classification tasks can be classified according to the number of labels to be predicted for 
each instance into two categories as single-label classification and multi-label classification. Single label classification 
refers to the classification task where there is only one label to be predicted. The basic principles of multi-label 
classification are similar to single-label classification, but the multi-label classification has two or more concept labels 
to be predicted.  

The multi-label classification can be mathematically represented as, X be the domain of instances to be 
classified, Y be the set of labels, and H be the set of classifiers for f: X  Y, where f is unknown. The goal is to find 
the classifier h ϵ H, maximizing the probability of h(x) = y, where y ϵ Y is the ground truth label of x [12]. The 
attribute–value to deal with multi-label problems can be presented in another way as, A dataset is characterized by N 
instances z1, z2,..., zN, each containing m attributes X1, X2,... , Xm and c labels Y1, Y2,... , Yc . If i refers to the i-th 
instance (i=1, 2, ...,N), xij refers the value of j-th attribute (j = 1, 2, ...,m) of instance i, and output yik refers to the value 
of kth label (k = 1, 2, ...,c) of instance i. The instances are tuples zi = (xi1, xi2,..., xim, yi1, yi2, ..., yic) = (xi, yi) also denoted 
by zi = (xi, yi),  where the fact that zi, xi and yi are vectors is implicit. Each yi is a member of the set Y1 x Y2 x... x Yc; 
without loosing generality we will assume Yi ϵ {0, 1}, i.e., each label will only assume binary values.  

In general, multi-label classification methods fall into two main categories which are problem transformation 
(PT) methods and algorithm adaptation (AA) methods. The problem transformation methods transform the original 
problem into one or more single-label classification or regression problems. The algorithm adaptation methods do not 
transform the problem, but rather they adapt the learning algorithms themselves to handle multi-label data. [13][14]. 
Since the flexibility of problem transformation methods is good, this work carried out using PT methods such as 
Binary Relevance (BR), Label Powerset (LP) and BR’s improvement Classifier Chains (CC). Many base classifier 
algorithms are used in the problem transformation methods like J48, NB, SMO, AdaboostM1, ZeroR and Bagging. 
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4.1 Multi-Label Classification Methods 
 
Binary Relevance (BR) Classifier  

The baseline approach, called the binary relevance method extents to independently training one binary classifier 
for each label. In this method, a multi-label problem is converted into |L| number of binary SL classification problems 
where L is a set of labels. Each of the binary classifiers votes separately to get the final result. This method of dividing 
the task into multiple binary tasks has something in common with the one-vs.-all (OvA, or one-vs.-rest, OvR) method 
for multiclass classification. Note though that it is not the same method in binary relevance we train one classifier for 
each label, not one classifier for each possible value for the label. 
 
Label Power set (LP)  

The most natural approach is the label power set method which generates a new class for every combination of 
labels and then solves the problem using multiclass classification approaches. The main drawback of this approach is 
the exponential growth in the number of classes, leading to several generated classes having very few labeled instances 
leading to overfitting. BR does not consider relationship between labels. This drawback of BR is overcome by LP, 
also called as LC (Label Cardinality).  

 
Classifier Chain (CC)  

Classifier chains method, which is based on the BR method, overcomes the disadvantages of BR and achieves 
higher predictive performance, but still retains important advantages of BR, most importantly low time complexity. 
CC offers a general problem transformation method that inherits the efficiency of BR and competes with the high 
accuracy of more computationally complex methods. 

The Classifier Chain approach like LP, also try to overcome the drawback of BR. Similar to BR, a ML problem is 
transformed into |L| number of SL problems where L denotes a set of labels and for each label Lj, a separate binary 
classifier Cj is designed. But the input for each classifier Cj is different. Like LP classifier, CC also needs selection 
of base classifier, uses J48 as base classifier by default.  

 
4.2 Multi-Label Classification Metrics 

 
The performance metrics of multi label classifiers can be classified as label-based and example-based. The label-

based metrics are calculated for each label and then they are averaged across all labels (ignoring relations between 
labels) while the example-based metrics are calculated for each test example and then averaged across the test set. In 
the proposed work, two label-based measures, one-error, and average precision as well as two example-based 
measures accuracy and hamming-loss are used to evaluate the performance of the ML classifiers. Assume that D being 
the multi-label dataset, L the full set of labels used in dataset, Yi the subset of predicted labels for the ith instance, and 
Zi the true subset of labels. Accuracy is defined as the proportion of correctly predicted labels with respect to the total 
number of labels for each instance. 
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Hamming loss is the most common evaluation metric in multi-label literature, computed as the symmetric 
difference between predicted and true labels and divided by the total number of labels in the MLD. The smaller the 
value of hamming loss, better the performance. The performance is perfect when hamming loss = 0. 
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One error is a metric which determines how many times the best ranked label given by the classifier is not part of 
the true label set of the instance. The best performance is reached when one-error is equal to 0. The smaller the value 
of one-error is, the better performance. 
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Average precision computes the proportion of labels ranked ahead of a certain relevant label. The goal is to 
establish how many positions have to be traversed until this label is found. The best performance is reached when 
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average precision is equal to 1. The bigger the value of average precision is, better the performance. 
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5. Experiment and Results 
 

A speech corpus was prepared by using 15 native speakers of Tamil, where each speaker uttered each word 5 times. 
Nearly 100 words of Tamil language covering almost all phonemes in Tamil language have been used in recordings. 
In this work, Audacity digital audio editor and high quality microphone was used in recording the data. The recordings 
carried out in quiet room environment and at sampling rate 16 KHz with 16 bit PCM.  

The phonemes are manually segmented from each speech utterance and for each phoneme, only 9 frame length 
spectral information is used for processing. In feature extraction, the most effective and commonly used feature 
extraction method, Mel-frequency Ceptral Co-efficients (MFCC) has been employed and for each phoneme frame 13 
MFCC features are extracted. After feature extraction, multi-class labels are assigned for each phoneme according to 
the Tamil phoneme hierarchy as shown in figure 1. The dataset covers 37 Tamil phonemes and consists of 100 
instances for each phoneme. There are totally 3700 instances where each instance has 45 class labels.  

Multi-label classification task has been performed on the Tamil Phoneme dataset using the tool MEKA 1.9.0 
[15][16]. Problem transformation methods such as Binary Relevance (BR), Label Power Set (LP), and Classifier 
Chain (CC) are used to build models and their performance is evaluated using the measures like accuracy, hamming- 
loss, one error, average precision. 
 

The performance of the multi-label classifiers with different base classifiers that include Decision tree (J48), 
Naïve Bayes, SMO, AdaBoostM1 and ZeroR are presented in table 1 – 3. 
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Table 3. Performance of the Multi-label Tamil Phoneme classifier using CC 
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better phoneme classification than other methods. The comparative analysis of the multi-label classifiers based on 
different performance measures are presented in figure 2-5. 
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average precision is equal to 1. The bigger the value of average precision is, better the performance. 
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5. Experiment and Results 
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The hamming loss should be less or equal to zero for the best classifier. From fig.3, it is observed that LP based 

model with SMO base classifier is showing better performance which has less value for hamming loss. 
 

 
      

 Fig. 4. One-Error classifiers with different base classifiers 
 
 

Similar to hamming loss metric, one-error must be small for efficient classifier, according to fig. 4, both BR and 
LP based classifier are better. 

  

 
 

 Fig. 5. Average Precision of classifiers with different base classifiers 
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methods such as BR, LP and CC with variety of base classifiers. The performance of the classifiers is analyzed using 
performance metrics like accuracy, hamming loss, one error and average precision. It is observed from the results that 
the LP classifier with SMO base classifier provides significantly better performance compared to other classifiers. In 
future, the task of Tamil phoneme classification can be extended by using other ML algorithms to improve the 
performance. 
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