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 
 Abstract: Tamil writer identification is the task of identifying 
writer based on their Tamil handwriting. Our earlier work of this 
research based on SVM implementation with linear, polynomial 
and RBF kernel showed that linear kernel attains very low 
accuracy compared to other two kernels. But the observation 
shows that linear kernel performs faster than the other kernels 
and also it shows very less computational complexity. Hence, a 
modified linear kernel is proposed to enrich the performance of 
the linear kernel in recognizing the Tamil writer. Weighted least 
square parameter estimation method is used to estimate the 
weights for the dot products of the linear kernel. SVM 
implementation with modified linear kernel is carried out on 
different text images of handwriting at character, word and 
paragraph levels. Comparing the performance with linear kernel, 
the modified kernel with weighted least square parameter reported 
promising results. 

 Index Terms: Weighted Least Square, Parameter estimation, 
Support vector machine, Tamil handwriting, Kernels, Modified 
Kernel.  

I. INTRODUCTION 

Writer identification (WI) is the research work carried out 
here with proposed modified linear kernel to identify the 
writers based on their Tamil handwriting. In the document 
images features are recognized based mainly on the pattern of 
the handwritings than the pattern of the images. Identifying 
and extracting features from Tamil writings become a more 
challenging task as the Tamil alphabets are more multifaceted 
in nature. When compared to western scripts and other Indian 
scripts, Tamil scripts exhibit a large number of classes, stroke 
order variation and two-dimensional nature [1]. Tamil 
language covers massive amount of character sets which has 
more challenging patterns like loops, crossing, junction, 
different directions and so on. In our previous works, writer 
identification task was formulated as multiclass classification 
problem and solved using supervised learning algorithm 
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namely support vector machine. Support Vector machine 
(SVM) is an intelligent computing tool that is being 
successfully applied to a wide range of pattern recognition 
problems. SVM is centred on strong mathematical 
foundations and statistical learning theory but results in 
simple yet very powerful algorithms with high generalization 
power on unseen data. The work was carried out for three 
levels of text like character level text, word level text and 
paragraph level text by developing three independent 
datasets. A text document with 100 paragraphs (20 pages) 
was designed and prepared by considering the intricacies 
involved in Tamil Alphabets/characters. These text dependent 
documents written by 300 individuals were collected and 
converted into digital images. The paragraph text image was 
segmented into words, further segmented into characters and 
100 words were chosen at random for each writer. The word 
and character level text images were pre-processed using 
image processing tasks such as binarization, edge detection 
and thinning [2]. As the writing pattern of the same individual 
may vary at different instance, both global features and local 
features have been extracted from handwritten text images to 
make writer prediction more accurate.  Global features are 
features taken by considering the text image as image rather 
than handwriting. These features were extracted from texture  
of the image using Gabor filters and co-occurrence matrices. 
Local features are features taken by considering the text 
image as handwriting. Various structural properties of the 
handwriting can be derived as local features. The local 
features were grouped into word measurement features, 
morphological features, fractal features, GSC features 
comprising gradient structural, concavity attributes.  Word 
measurements features such as area, length, height, height 
from baseline to upper edge, height from baseline to lower 
edge, ascender line, and descender line were considered.  
Slope angle, junctions, loops are geometrical features, 
morphological features like directional opening, directional 
closing, directional erosion, k-curvature, fractal features like 
skew angle, slant angle, height of three main handwriting 
zones (upper zone, lower zone and middle zone), average 
width of writing have also been considered [3]. Two distinct 
datasets for character level and word level training were 
developed.  The third training dataset was developed based 
on paragraph level text [4] using the same Tamil handwritten 
text corpus. As the first step in pre-processing, normalization 
was carried out in order to correct the skewed words in the 
handwriting image [5].  
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The space between vertical and horizontal lines has been 
normalized using the horizontal projection profile method to 
produce a well-defined pattern for texture analysis. The 
images were converted into grayscale images to carry further 
pre-processing tasks. The pre-processing tasks such as edge 
detection, image dilation and box bounding were carried out 
to extract highly discriminative features.  
The distinct features such as Gabor Filter [6], Gray Level 
Co-Occurrence Matrix (GLCM) [7], Generalized Gaussian 
Density (GGD) [8], Contourlet GGD [9], and directional 
features [10] were computed from pre-processed images. The 
particle swam optimization feature selection method was used 
to select the well contributing features to create the 
dataset.The support vector machine-based models were 
learned using the normalized training datasets with linear, 
polynomial and RBF kernels for multi class classification and 
the classifiers were built by tuning the SVM parameters for 
different levels of writer identification.  The cross-validation 
results of SVM based models were analyzed and reported in 
Table I given below. 

 
Table I. Results of our Previous Contribution 

 
From the observations it is clearly understood that linear 
kernel attains very less accuracy compared to polynomial and 
RBF kernels. It is also evidenced from the literature that in 
general most of the SVM implementations proves that RBF 
kernel is superior. But linear kernel is worthy when there is 
more number of features and best suitable for any pattern 
recognition task. Also computational complexity is very less 
in linear kernel and performs training faster. Hence it is 
proposed to employ the new form of linear kernel by 
considering the accuracy requirement, computational time, 
computational complexity and the nature of the problem. 
Weighted least square (WLS) parameter estimation is used to 
estimate the weight co-efficient of the linear kernel. This new 
form of linear kernel with distinctive properties will allow 
SVM algorithm to find better optimal hyperplane that 
discriminates writers in the feature space.  

II. LINEAR KERNEL WITH WLS  

The L2 norm SVM formulation is given by, 
 

w +  

Subject to  

) +  0, 1 ≤ i ≤ m 

 0,  1 ≤ i ≤ m  

The lagrangian of the objective function [12] is, 
 

L ( ,ս)= w 

+ - [ ( ) + ] 

                         = w 

+ - w- -

+     (1) 

Where u are the lagrangian multipliers. 
Solving this with lagrangian duality based on parameters 

the dual problem is obtained as,  

=

 

Subject to       

              (2) 

         1  

The standard form in matrix format is,  

= D (A + ) Du- u 

(3) 

Subject to 

u=0 

u 0 
(or) 

= Qu- u      (4) 
 
Subject to 

u=0 

u 0 

Q can be computed as Q = (A* + I/C).* (d*   (5) 
It is noted that the algorithm SVM finally requires three 

pieces of data Q, d and C where C is the regularization 
parameter, d is the diagonal matrix of class labels.  
Q is the obtained from A * AT and d * dT [12]. 
 
 
 
 
 
 

Parameters 
 

Accuracy 
 

 
Levels of WI 

 
Lin Polynomial RBF 

Character 70.6 89.2 90.6 
Word 75 91.2 93.8 
Paragraph 88 93.6 96.2 
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           = K   (6)               

 

The i , jth element of  A  is  i.e.  a dot product of two 
feature vectors  xi and xj. The matrix K is called the linear 
kernel matrix which implies that all information needed for 
training is captured in the form of dot products of the training 
vectors. K is positive definite matrix and the set of kernels 
satisfy closure property. Complex kernels can be defined 
using simple one and employed in SVM for better learning. 
Some of the forms of linear kernel K are stated below, 

 

1. K1 = A                  (7) 

2. K2 = a. A                 (8) 

3. K3 = A                (9) 

4. K4 = a A               (10) 
 

In this work the linear kernel K2 is used and the parameter a 
is obtained using parameter estimation method such as 
weighted least square regression. The constant vector a is of 
dimension equal to number of samples in the training dataset 
and each element is a weight added to the sum of the squares 
of the features.  

A. Weighted Least Square Regression 

In weighted least squares the distribution of the errors is 
unknown and permits general forms of unknown 
heteroscedasticity [14]. Weighted least squares reflect the 
behavior of the random errors in the model and it can be used 
with functions that are either linear or non-linear in the 
parameters. It works by adding extra weights to each data 
points, into the fitting criterion. The size of the weight 
identifies the exactness of the information contained in the 
associated observation. Enhancing the weighted fitting 
criterion to find the parameter estimates allows the weights to 
determine the influence of each observation to the final 
parameter estimates. So weight of each observation is given 
relative to the weights of the other observations. It is proved 
that different sets of absolute weights can have equal effects. 
Weights can be calculated using the following methods [15], 
1. Weighted least squares is used when the variance is 

non-constant. 

2. If the variance of the ith observation is , then weights 

 are used to determine the standard errors of 

coefficients, with , 

        (11) 
3. The sum of squares of the standardized errors is minimized 

to obtain the parameter estimates when weights = 
1/variance.                  (12) 

III. EXPERIMENT AND RESULTS 

Tamil writer identification model is built to overcome the 
number of challenges involved in recognizing the writers of 
Tamil alphabets. Experiments are carried out by varying the 
datasets in different levels like character, word and paragraph. 
The model is developed using supervised learning algorithm 
like support vector machine. Support vector machine based 
model is trained using the training instances and the model 
identifies the test labels indicating which class the instance 
belong to. The developed model plays a major role to enrich 
the writer identification with an improved performance of the 
classifier. Support vector machine (SVM) is known for its 
kernel methods which consist of class of algorithms for 
pattern classification. A kernel method uses kernel functions, 
which enable them to operate in a high dimensional dataset. 
Generally in SVM based experiments three commonly used 
kernels are linear, polynomial and RBF. In all our previous 
experiments, RBF kernel based models showed better 
performance than linear and polynomial kernels. In this work 
linear kernel is a new form of linear kernel is defined with the 
aim of improving the performance of the SVM classifier by 
adding weights into the dot products of the linear kernel. The 
weights for the weighted linear kernel are estimated using 
weighted least square parameter estimation method. SVM 
with weighted linear kernel is implemented for three 
independent datasets and is compared with the linear kernel to 
evaluate the writer identification model. The performance of 
weighted linear kernel is analyzed with different levels of 
datasets character (TWINC), word (TWINW) and paragraph 
(TWINP). The datasets are partitioned into 80% training text 
images to model the data and 20% of the testing text images to 
predict the writer. Every level of dataset contains 30000 
images of Tamil handwriting with multiclass labels 1 to 300. 
The profile of dataset is shown in Table II. The predictive 
accuracy (PA), precision, recall and F-measure are observed 
for the trained models. Prediction accuracy is the ratio of 
number of correctly classified instances and the total number 
of instances. Precision is the segment of retrieved instances 
that are relevant, recall is the fraction of relevant instances 
that are retrieved and F-measure computes the average of the 
information retrieval in precision and recall. SVM with WLK 
kernel has been implemented for three datasets by tuning C- 
regularization parameter and the predictive accuracies of 
classifiers are shown in Table III. Table IV and Table V 
shows the performance analysis of proposed weighted linear 
kernel with various levels of features. The performance 
comparison of the modified weighted linear kernel with linear 
(lin) kernel is shown in Table VI. 

  Table II. The profile of dataset 
Levels of dataset Character Word Paragraph 

Number of data 30000 30000 30000 

Training data 24000 24000 24000 

Testing data 6000 6000 6000 

http://www.itl.nist.gov/div898/handbook/pmd/section1/pmd141.htm#def
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Number of features 26 422 422 

Number of Class 
labels 

1-300 1-300 1-300 

 

 
 
 
 

Table III. SVM with WLK kernel by tuning C- regularization parameter 

  
Table IV. Performance analysis of proposed weighted linear kernel with various levels of features 

 
 
 
 
 

 
Levels of WI 
 

Character Word Paragraph 

Para 
meters 

C=1 C=5 C=10 C=1 C=5 
 
C=10 
 

C=1 C=5 
 
C=10 
 

WLK- 
SVM 

72.3 70.6 
 
71.4 
 

75 77.2 72 79.2 80.4 90.8 

Parameters 
Class Training  

Images 
Testing 
Images   

Accuracy 
(%) 

Precision 
 

Recall 
 

F-measure 
 

Character level 
features 

1 24000 6000 72.9 0.65 0.68 0.66 

2 24000 6000 70.5 0.61 0.67 0.64 

3 24000 6000 73.8 0.66 0.69 0.67 

4 24000 6000 74 0.66 0.69 0.67 

5 24000 6000 74.2 0.66 0.69 0.67 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 
 

. 

. 

. 

296 24000 6000 70.8 0.62 0.67 0.65 

297 24000 6000 69.8 0.60 0.67 0.63 

298 24000 6000 71.5 0.63 0.67 0.65 

299 24000 6000 72.6 0.64 0.68 0.66 

300 24000 6000 73.1 0.65 0.69 0.67 

Word 
level features 

1 24000 6000 77.89 0.71 0.71 0.71 

2 24000 6000 75 0.68 0.70 0.69 

3 24000 6000 76.1 0.69 0.70 0.69 

4 24000 6000 78.2 0.72 0.72 0.72 

5 24000 6000 79 0.73 0.72 0.73 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 
 

. 

. 

. 

296 24000 6000 78.7 0.72 0.71 0.71 

297 24000 6000 76.9 0.72 0.76 0.74 

298 24000 6000 77.9 0.71 0.70 0.70 

299 24000 6000 75 0.68 0.70 0.69 

300 24000 6000 77.7 0.72 0.73 0.73 

Paragraph 
level features 

1 24000 6000 90.7 0.88 0.77 0.82 

2 24000 6000 89.8 0.87 0.77 0.82 

3 24000 6000 87.9 0.85 0.76 0.80 

4 24000 6000 93 0.91 0.76 0.83 

5 24000 6000 93.7 0.92 0.76 0.83 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 

. 

. 

. 

. 

. 

. 
 

. 

. 

. 
 

. 

. 

. 

296 24000 6000 94.9 0.93 0.75 0.83 

297 24000 6000 91.8 0.89 0.76 0.82 

298 24000 6000 88.8 0.86 0.77 0.81 

299 24000 6000 87.9 0.85 0.76 0.80 

300 24000 6000 89.9 0.87 0.75 0.81 
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Table V. Overall performance of the WLK-SVM Kernel 

Parameters 
Accuracy 

(%) 
Precision 

 
Recall 

 
F-measure 

 

Character 72.3 0.733 0.968 0.834 

Word 77.2 0.771 0.889 0.826 

Paragraph 90.8 0.915 0.8318 0.871 

 
Table VI. Relative Measurements of Linear and 

WLK-SVM Kernel 

 
Receiver Operating Characteristic (ROC) curves for ten 
output classes are plotted. The more each curve squeezes the 
left and top edges of the plot, the better the classification.  
ROC based on precision and recall in character level, word 
level and paragraph level are depicted in Fig. 1. to Fig. 3. 

 
Fig. 1. ROC for character level dataset 

 

 
Fig. 2. ROC for word level dataset 

 

Fig. 3. ROC for paragraph level dataset 

It is observed that ROC curve for character level, class 4 have 
high precision of 0.95 and class 3 is curved low at 0.60. In 
word level, class 1 have high precision of 0.97 and class 9 is 
curved low at 0.62. In paragraph level, class 7 have high 
precision of 0.99 and class 9 is curved low at 0.64. The 
performance of the weighted linear kernel based SVM 
prediction models is observed in terms of accuracy for all 
three datasets and is illustrated in Fig. 4. The comparative 
performance of the weighted linear kernel (WLK) over linear 
kernel for all three levels of writer identification is illustrated 
in Fig. 5. 

 

 
Fig. 4. Prediction Accuracy of WLK 

 

0

50

100

Accuracy 

Linear

WLK

Fig.  5. Prediction Accuracy of WLK and linear kernel 

A. Findings 

Linear kernel is a dot product of features with less 
computational complexity.  
 
 

Paramete
rs 

Accuracy 
(%) 

Precision 
 

Recall 
 

F-measure 
 

Levels of 
Writer 
Identificat
ion 
 

Lin 
WL
K-S
VM 

Lin 
WL
K-S
VM 

Lin 
WLK
-SV
M 

Lin 
WL
K-S
VM 

Character 
70.
6 

72.3 
0.68

9 
0.7
33 

0.8
27 

0.968 0.751 
0.83

4 

Word 75 77.2 
0.70

6 
0.7
1 

0.7
48 

0.889 0.726 
0.82

6 

Paragraph 88 90.8 
0.94

2 
0.9
15 

0.9
89 

0.831
8 

0.964 
0.87

1 
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uthor-1 
Photo 

Author-2 
Photo

 
 

The system optimizes only C regularization parameter in 
linear kernel which makes it faster than other kernels. Hence 
the modified weighted linear kernel determines the optimum 
hyperplane with less computational complexity and achieved 
better performance. Due to less computational complexity, 
the time taken to train the model is very less.  From the above 
qualified analysis it is observed that the modified weighted 
linear kernel based prediction model shows (90.8%) in 
paragraph level, 77.2% in word level and 72% in character 
level which confirms high accuracy than in linear kernel 
which confirms (88%) in paragraph level, 75% in word level 
and 70.6% in character level. The prominent accuracy of 
90.8% is achieved using the modified weighted linear kernel 
in paragraph level.  

IV. CONCLUSION 

In this work writer identification is focused on Tamil 
language using a modified form of linear kernel in SVM. The 
novelty is introduced in linear kernel and the framework of 
linear kernel based method is modified using parameter 
estimation technique. The proposed weighted linear kernel 
(WLK-SVM) is developed using weighted least square 
parameter estimation technique and the writer identification 
models were built. The models were built using 24000 
training images and 6000 testing images. The proposed 
weighted linear kernel performs competitively better in 
comparison with the widely used polynomial and RBF 
kernels. The use of WLK-SVM is more beneficial in terms of 
less computational complexity, minimum time, scalability 
yielding better results than the linear kernel based SVM 
method. This work can be extended in future with different 
parameter estimation techniques.    
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