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Abstract ‘Price includes VAT india)

‘Speech recognition has become an essential component to communicate with the latest fretant agesss o el arie POR

gadgets and machines in ezse through speech. Phoneme classification model for phonemes in
“Tamil continuous speech is built here by exploring the potwer of deep belief netivork (DBN),
povwerful neural network architecture that i capable of learning complex problems, But
‘building an efficient DBN highiy relies on several parameters ke murmber of Layers, number of
neurons, connection weights and bias. The effect of increasing the number of ayers in DBN for e
‘phoneme recognition has been studied in our previous experiments. In addition, 2
‘methodology which employed particle swarm optimization (PSO) or ts variants second.
generation PSO (SGPS0) and new method PSO (NMPSO) for optimizing the connection
weights and bias of the DBN for phoneme classification were studied in our earlier work. Pre- Aostract
training DN with PSO faced the problem of particle stagnation and took longer time to
converge, wherezs DEN with SGPSO, NMPSO converges faster but still suffers from particle
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