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Abstract: Human Activity Identification (HAI) in videos is one 

of the trendiest research fields in the computer visualization. 

Among various HAI techniques, Joints-pooled 3D-Deep 

convolutional Descriptors (JDD) have achieved effective 

performance by learning the body joint and capturing the 

spatiotemporal characteristics concurrently. However, the time 

consumption for estimating the locale of body joints by using 

large-scale dataset and computational cost of skeleton estimation 

algorithm were high. The recognition accuracy using traditional 

approaches need to be improved by considering both body joints 

and trajectory points together. Therefore, the key goal of this 

work is to improve the recognition accuracy using an optical flow 

integrated with a two-stream bilinear model, namely Joints and 

Trajectory-pooled 3D-Deep convolutional Descriptors (JTDD). In 

this model, an optical flow/trajectory point between video frames 

is also extracted at the body joint positions as input to the 

proposed JTDD. For this reason, two-streams of Convolutional 

3D network (C3D) multiplied with the bilinear product is used for 

extracting the features, generating the joint descriptors for video 

sequences and capturing the spatiotemporal features. Then, the 

whole network is trained end-to-end based on the two-stream 

bilinear C3D model to obtain the video descriptors. Further, 

these video descriptors are classified by linear Support Vector 

Machine (SVM) to recognize human activities. Based on both 

body joints and trajectory points, action recognition is achieved 

efficiently. Finally, the recognition accuracy of the JTDD model 

and JDD model are compared. 

 

Index Terms: HAI, Body joints, Optical flow, JDD, JTDD, C3D, 

SVM 

I. INTRODUCTION 

HAI is the process of recognizing the actions of a person 

by using the video sequences which contain a complete 

action execution and retrieving the videos of interest. It can 

be used in different applications like video surveillance, 

human-machine interface, smart home [1], healthcare 

systems [2], etc. In day-by-day, unrealistic numbers of 

videos are created because of the surveillance systems, 

movies, YouTube, etc. As a result, HAI becomes an 

important research area in recent days. Typically, automatic 

recognition of human abnormal activities in surveillance 

systems may support the people to aware the related 

authority of possible illegal or uncertain characteristics. 

Similarly, the motion recognition in gaming applications can 

recover the human-machine interface. In healthcare 

applications, it can support the patient’s rehabilitation like 
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automatic recognition of patient’s actions can be utilized to 

facilitate the rehabilitation processes [3-5].  

In the earlier period, a number of researches have been 

projected for different kind of applications based on HAI. In 

contrast, perfect identification of activities is still a vastly 

demanding process owing to noisy environments, 

occlusions, perspective dissimilarities and so on. Most of the 

recent techniques may provide specific assumptions about 

the conditions under which the video was captured. But 

those assumptions were not often employed in real-time 

applications. Additionally, the two-step approach has been 

developed in which the attributes from raw video frames 

were computed and then obtained features were learned by 

different classifiers. In real-time applications, it was 

infrequently recognized what features were considerable. In 

particular, several activity labels may emerge significantly 

for HAI in terms of their appearances and action models. As 

a result, different deep learning models have been proposed 

to train a hierarchy of attributes by constructing high-level 

attributes from low-level attributes. Those models can be 

trained to achieve a reasonable performance in HAI systems. 

Cao et al. [6] proposed action recognition with JDD to 

aggregate convolutional activations of a 3D-CNN into 

discriminative descriptors according to the joint locales. In 

this method, the video was split into fixed-length clips. For 

each clip, 3D convolutional feature maps were computed. 

The annotated or estimated joints of the video were used for 

localizing points in the 3D feature maps of a convolution 

layer. Then, the activations at each related locale were 

pooled and the pooled activations in a similar clip were 

concatenated together. After that, average pooling and 𝑙2 

normalization were utilized for aggregating snip features 

into video features. Finally, linear SVM was used for the 

classification process. Moreover, this process was further 

extended by obtaining the body joint positions [7]. A two-

stream bilinear C3D framework was proposed to train the 

body joints and extract the spatiotemporal features 

concurrently. After that, the body joint guided feature 

pooling was achieved by sampling in which the pooling 

method was devised as a bilinear product function. 

However, the time consumption for estimating the locales of 

body joints by using vast data and computational cost of 

skeleton estimation algorithm were high. Also, the 

recognition accuracy was needed to be further improvement 

in an efficient manner.  
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Hence, an optical flow extraction is integrated into the 

two-stream bilinear model efficiently to improve the 

recognition accuracy. According to this model, optical flows 

i.e., trajectory points between two video sequences at each 

body joint positions are extracted automatically. To achieve 

this, two C3D streams multiplied with the bilinear product is 

used for extracting the features, generating the pooled 

descriptors for video sequences and capturing the 

spatiotemporal features. After that, the whole network is 

trained for obtaining the video descriptors based on the two-

stream bilinear C3D framework that uses the class label. 

Finally, the linear SVM is used to sort the obtained video 

descriptors for recognizing human actions. Thus, action 

recognition performance is improved by considering the 

optical flow field with body joints efficiently. 

II. LITERATURE SURVEY 

Ji et al. [8] proposed a 3D-CNN framework in which the 

spatiotemporal features were extracted by 3D convolutions. 

Also, the feature from all channels was combined to 

represent the absolute feature. Then, the framework was 

regularized by high-level features. Moreover, the outputs of 

different frameworks were combined for boosting 

recognition performance. This was evaluated on KTH 

dataset and the obtained recognition accuracy was 90.2%. 

Conversely, a number of labelled features were required 

since it uses a supervised algorithm i.e., gradient-based 

learning to train this model. 

Karpathy et al. [9] proposed a large-scale video 

classification with CNN to recognize the YouTube videos. 

In this method, the connectivity of a CNN was extended in a 

time-domain based on different approaches that take 

advantage of local spatiotemporal information. The training 

process was speed-up by suggesting a multi-resolution. The 

performance analysis was done by using UCF-101 dataset 

and the recognition accuracy achieved was 65.4%. 

However, there is a need for improvement on the action 

recognition. The efficiency can be further improved by 

combining the clip-level predictions into the global video-

level predictions. 

Lillo et al. [10] proposed a discriminative hierarchical 

framework. By using this approach, the human activity 

classifier was built to simultaneously model which body 

parts were related to the action of interest with their 

appearance and composition. Also, when useful annotations 

were provided at the intermediate semantic level, powerful 

multiclass discrimination was achieved by learning in a 

max-margin model. For performance evaluation, two 

datasets, namely MSR Action3D and CAD120 datasets were 

used. The recognition accuracy of MSR Action3D and 

CAD120 dataset was 89.46% and 33.59%, respectively. But, 

the accuracy of this model was less. 

Tompson et al. [11] proposed new hybrid architecture by 

using a Deep Convolutional Network (ConvNet) and a 

Markov Random Field (MRF). In this model, a multi-

resolution feature representation was used with overlapping 

fields. Also, this model can approximate MRF loopy belief 

propagation which was subsequently back-propagated 

through and learned by using the same learning method as 

the part-Detector. The recognition accuracy of this model 

was evaluated on two different datasets such as FLIC and 

extended-LSP datasets for elbow and wrist joints. For elbow 

joints, the accuracy of FLIC and extended-LCP datasets was 

95% and 66%, respectively. The accuracy for wrist joints 

using FLIC and extended-LCP datasets were 91% and 62%, 

correspondingly. However, further improvement of its 

performance was required. 

Cao et al. [12] proposed a spatiotemporal Triangular-

chain Conditional Random Field (TriCRF) model for 

activity recognition. Initially, the difficulty of complex 

motion identification with an integrated hierarchical 

framework was addressed. Then, the TriCRF model was 

expanded to the spatial dimension. In this model, the labels 

of behaviour were modeled together and their complex 

dependencies were developed. The accuracy of this model 

was evaluated on composable activity dataset which was 

equal to 79%. However, it requires further improvement by 

incorporating the other layer for learning pose 

representations jointly with actions and activity. 

Wang et al. [13] proposed an action recognition model 

with the help of Trajectory-pooled Deep-convolutional 

Descriptor (TDD). In this model, discriminative 

convolutional feature maps were learned by deep 

architectures and aggregated into valuable descriptors by 

trajectory-constrained pooling. As well, two normalization 

methods such as spatiotemporal normalization and channel 

normalization were used that transforms convolutional 

feature maps and enhance the robustness of TDD. The 

evaluated accuracies for this model using SVM classifier on 

HMDB51 and UCF101 datasets were 65.9% and 91.5%, 

respectively. However, body joints were not considered that 

can help to increase the accuracy efficiently.  

Liu et al. [14] proposed an automatic learning of 

spatiotemporal representation using Genetic Programming 

(GP) for action recognition. In this model, the 

spatiotemporal motion features were automatically learned 

by the motion feature descriptor. The data-adaptive 

descriptors were learned for various databases with multiple 

layers and the GP searching space was simultaneously 

reduced for effectively accelerating the convergence of 

optimal solutions. The average cross-validation 

classification error computed by SVM classifier on the 

training dataset was adopted as the validation measure for 

GP fitness function. Then, the best-so-far result chosen by 

GP was obtained as the optimal action descriptor. The 

accuracy for this model on KTH, YouTube, Hollywood2 

and HMDB51 datasets were 95%, 82.3%, 46.8% and 48.4%, 

respectively. Nevertheless, the processing speed was less. 

III. PROPOSED METHODOLOGY 

In this part, the JTDD methodology is explained in detail. 

The two-stream bilinear C3D network framework is applied 

for automatically predict the spatiotemporal key points in 

3D convolutional feature maps with the guidance of body 

joints with optical flow i.e., trajectory points in the video 

sequence. 
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Fig. 1: Architecture of C3D Network 

 

A. Joints and Trajectory-Pooled 3D Deep 

Convolutional Descriptors  

In this process, the C3D network [4] shown in Fig. 1 is 

used which has architecture as: 

𝑐𝑜𝑛𝑣1𝑎 64 − 𝑝𝑜𝑜𝑙1 − 𝑐𝑜𝑛𝑣2𝑎 128 − 𝑝𝑜𝑜𝑙2
− 𝑐𝑜𝑛𝑣3𝑎 256 − 𝑐𝑜𝑛𝑣3𝑏 256 

− 𝑝𝑜𝑜𝑙3 − 𝑐𝑜𝑛𝑣4𝑎 512 

− 𝑐𝑜𝑛𝑣4𝑏 512 − 𝑝𝑜𝑜𝑙4
− 𝑐𝑜𝑛𝑣5𝑎 512 − 𝑐𝑜𝑛𝑣5𝑏 512 

− 𝑝𝑜𝑜𝑙5 − 𝑓𝑐6 4096 − 𝑓𝑐7 4096 

− 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

Here, the number in parenthesis indicates the number of 

convolutional filters. The number of filters is increased since 

the combination of the features in each layer is richer than 

the previous layers. Therefore, increasing number of filters 

can able to correctly encode the increasingly richer 

representations of the features. There is a ReLu layer after 

each convolutional  𝑐𝑜𝑛𝑣  layer. 

Body Joints and Optical Flow Mapping Schemes: 

For JTDD, two methods of mapping body joints and 

optical flow to points in 3D convolutional feature maps, 

namely fraction scaling and coordinate mapping are 

compared. Fraction scaling is defined as the fraction of the 

network’s outcome to its input in spatiotemporal-domain for 

scaling the body joint and optical flow coordinates from the 

actual video frame into feature maps as follows: 

 𝑥𝑐
𝑖 , 𝑦𝑐

𝑖 , 𝑡𝑐
𝑖 =   𝑟𝑥

𝑖 ∙ 𝑥𝑣           ,  𝑟𝑦
𝑖 ∙ 𝑦𝑣 

          ,  𝑟𝑡
𝑖 ∙ 𝑡𝑣                    (1) 

 𝑙𝑐
𝑖 , 𝑚𝑐

𝑖 , 𝑛𝑐
𝑖  =   𝑟𝑙

𝑖 ∙ 𝑙𝑣           ,  𝑟𝑚
𝑖 ∙ 𝑚𝑣             ,  𝑟𝑛

𝑖 ∙ 𝑛𝑣                 (2) 

In (1) & (2),  ∙     denotes the rounding operator and 

 𝑥𝑐
𝑖 , 𝑦𝑐

𝑖 , 𝑡𝑐
𝑖   represents the point coordinate in 𝑖𝑡  3D 

convolutional feature maps corresponding to  𝑥𝑣 , 𝑦𝑣 , 𝑡𝑣  

which is the body joint coordinate in the actual video 

sequence and  𝑟𝑥
𝑖 , 𝑟𝑦

𝑖 , 𝑟𝑡
𝑖  represents the size ratio of 

𝑖𝑡convolutional feature maps to the video clip in spatial and 

temporal dimensions. Similarly,  𝑙𝑐
𝑖 , 𝑚𝑐

𝑖 , 𝑛𝑐
𝑖   represents the 

point coordinate in 𝑖𝑡  3D convolutional feature maps 

corresponding to  𝑙𝑣 , 𝑚𝑣 , 𝑛𝑣  which is the trajectory point 

coordinate in the actual video sequence and  𝑟𝑙
𝑖 , 𝑟𝑚

𝑖 , 𝑟𝑛
𝑖  

represents the fraction of 𝑖𝑡  convolutional feature maps to 

the video snip in spatiotemporal-domain. 

Coordinate mapping is computing an exact coordinate of 

the point at the convolutional feature map corresponding to 

body joint and trajectory point based on the kernel size, 

stride and padding of each layer. Consider 𝑝𝑖  is a point in 𝑖𝑡  

layer,  𝑥𝑖 , 𝑦𝑖 , 𝑡𝑖  and  𝑙𝑖 , 𝑚𝑖 , 𝑛𝑖  are the coordinate of𝑝𝑖 . For 

a given𝑝𝑖 , the corresponding point 𝑝𝑖+1 is determined by 

mapping 𝑝𝑖  to the  𝑖 + 1 𝑡  layer. For the convolutional 

layers and pooling layers, the coordinate mapping from 𝑖𝑡  

layer to  𝑖 + 1 𝑡  layer is developed as follows: 

𝑥𝑖+1 =
1

𝑠𝑖
𝑥  𝑥𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑥 −
𝑘𝑖
𝑥−1

2
              (3) 

𝑦𝑖+1 =
1

𝑠
𝑖
𝑦  𝑦𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑦
−

𝑘𝑖
𝑦
−1

2
              (4) 

𝑧𝑖+1 =
1

𝑠𝑖
𝑧  𝑧𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑧 −
𝑘𝑖
𝑧−1

2
               (5) 

𝑙𝑖+1 =
1

𝑠𝑖
𝑙  𝑙𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑙 −
𝑘𝑖
𝑙−1

2
                  (6) 

𝑚𝑖+1 =
1

𝑠𝑖
𝑚  𝑚𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑚 −
𝑘𝑖
𝑚 −1

2
         (7) 

𝑛𝑖+1 =
1

𝑠𝑖
𝑛  𝑛𝑖 + 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖

𝑛 −
𝑘𝑖
𝑛−1

2
             (8) 

 

In the above equations, 𝑠𝑖
𝑥 , 𝑘𝑖

𝑥  and 𝑝𝑎𝑑𝑑𝑖𝑛𝑔𝑖
𝑥  are the 

𝑥 −axis element of stride, kernel size and padding of 𝑖𝑡  

layer, correspondingly. Likewise, this is also applied for 

other dimensions such as 𝑦, 𝑧, 𝑙, 𝑚 and 𝑛, correspondingly. 

For ReLU layers, the coordinate mapping correlation is 

formulated as: 

 𝑥𝑖+1, 𝑦𝑖+1 , 𝑧𝑖+1 =  𝑥𝑖 , 𝑦𝑖 , 𝑡𝑖          (9) 

 𝑙𝑖+1, 𝑚𝑖+1, 𝑛𝑖+1 =  𝑙𝑖 , 𝑚𝑖 , 𝑛𝑖         (10) 

Once the values of C3D kernel sizes, strides and paddings 

are applied into (3)-(5) and (9) frequently, the correlation 

between point coordinates in 𝑖𝑡  convolutional feature maps 

and body joint locales in the input video sequence is devised 

as follows: 

 𝑥𝑐
𝑖 , 𝑦𝑐

𝑖 =
1

2𝑖−1 ∙  𝑥𝑣 −
2𝑖−1−1

2
, 𝑦𝑣 −

2𝑖−1−1

2
     (11) 

𝑡𝑐
𝑖 =

1

2𝑖−2 ∙  𝑡𝑣 −
2𝑖−2−1

2
                                  (12) 

Similarly, by applying the values of kernel size, strides 

and paddings into (6)-(8) and (10) repeatedly, the correlation 

between point coordinates in 𝑖𝑡  convolutional feature maps 

and trajectory points in the input video sequence is devised 

as follows: 

 𝑙𝑐
𝑖 , 𝑚𝑐

𝑖  =
1

2𝑖−1 ∙  𝑙𝑣 −
2𝑖−1−1

2
, 𝑙𝑣 −

2𝑖−1−1

2
      (13) 

𝑛𝑐
𝑖 =

1

2𝑖−2 ∙  𝑛𝑣 −
2𝑖−2−1

2
                                 (14) 

Aggregation of Body Joint Points and Optical Flow: 

For classification, the extracted features of frames over 

time are required to aggregate for obtaining the video 

descriptor. The positions to pool can be determined by 

employing body joints and trajectory points in video frames 

to localize points in 3D feature maps. The pooled 

representation corresponding to each body joint and 

trajectory point in a frame of a video sequence is a 𝐹 

dimensional feature vector where 𝐹 denotes the number of 

feature map channels. The 𝐹 dimensional feature vector 

pooled with the guidance of 𝑖𝑡  body joint at the 𝑡𝑡  frame 

of 𝑘𝑡  clip is denoted by𝑓𝑘
𝑖 ,𝑡

. Similarly, the 𝐹 dimensional 

feature vector pooled with the guidance of 𝑖𝑡  trajectory 

point at the 𝑡𝑡  frame of 𝑘𝑡  clip is represented by𝑔𝑘
𝑖 ,𝑡

. 

Two methods are used for aggregating the pooled feature 

vectors in all the frames within a video to a video descriptor. 

One is fusing all the pooled feature vectors belonging to one 

frame i.e., a F × 𝑁 × 𝑂 × 𝐿 dimensional feature as: 

 

𝑓𝑘𝑔𝑘 =
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𝑓𝑘

1,1𝑔𝑘
1,1, 𝑓𝑘

2,1𝑔𝑘
2,1, … , 𝑓𝑘

𝑁,1𝑔𝑘
𝑂,1 , 𝑓𝑘

1,2𝑔𝑘
1,2,

𝑓𝑘
2,2𝑔𝑘

2,2, … , 𝑓𝑘
𝑁,2𝑔𝑘

𝑂,2 , … , 𝑓𝑘
𝑁,𝐿𝑔𝑘

𝑂 ,𝐿  (15) 

In (15), 𝑁 and 𝑂 represent the number of body joints and 

trajectory points in each frame, correspondingly and 𝐿 

denotes the length of the video sequence. After that, average 

pooling and 𝐿2 norm are used to fuse 𝑘 frame 

representations  𝑓1𝑔1, 𝑓2𝑔2 , … , 𝑓𝑘𝑔𝑘  into a video descriptor 

where 𝑘 denotes the number of frames within the video 

sequence. 

Another method of aggregation is fusing the pooled 

feature vectors corresponding to the body joints and 

trajectory points in one frame i.e., a F × 𝑁 × 𝑂 dimensional 

feature as: 

𝑓𝑘
𝑡𝑔𝑘

𝑡 =  𝑓𝑘
1,𝑡𝑔𝑘

1,𝑡 , 𝑓𝑘
2,𝑡𝑔𝑘

2,𝑡 , … , 𝑓𝑘
𝑁,𝑡𝑔𝑘

𝑂 ,𝑡        (16) 

After that, one frame is characterized by 𝐿 representations 

 𝑓𝑘
1𝑔𝑘

1 , 𝑓𝑘
2𝑔𝑘

2 , … , 𝑓𝑘
𝐿𝑔𝑘

𝐿  within the same frame. Max + min 

pooling is used for aggregating these representations into a 

frame descriptor. 

B. Two-Stream Bilinear C3D Model using Body Joints 

and Optical Flow 

The original body joint and optical flow guided feature 

pooling in JTDD are realizing by choosing the activations at 

the corresponding points of body joints and trajectory points 

on convolutional feature maps. For a given video sequence, 

a 𝑀 channel of heat maps  𝑀 = 𝑁 × 𝑂 × 𝐿  is generated 

with the similar spatiotemporal size of the convolutional 

feature maps to be pooled for each body joint and trajectory 

point at each frame. In the heat map, the value at the 

corresponding point of the body joint position and trajectory 

point is coded as 1, while the others are coded as 0. After 

that, the process of pooling on one feature map guided by 

the heat map of one body joint and trajectory point can be 

formulated as a pixel-wise product between the 3D feature 

map and the 3D heat map followed by a summation over all 

the pixels. After that, a two-stream bilinear C3D model is 

applied to learn the guidance from the body joint positions 

including trajectory points and capture the spatiotemporal 

features automatically [4].  

Thus, by integrating trajectory points with body joint 

positions in the two-stream bilinear framework, video 

descriptors are obtained. Finally, linear SVM [15] is applied 

for classifying the video descriptors and so the human 

actions from video sequences are recognized. 

Normally, the SVM is built as a hyperplane in an infinite-

dimensional space. A perfect HAI is achieved by the 

hyperplane which has the leading space to the adjacent 

training sequences of any class i.e., functional margin. The 

training dataset is represented as a set of instance-label 

pairs 𝑥𝑖 , 𝑦𝑖 , 𝑖 = 1, … , 𝑛, 𝑥𝑖 ∈ ℝ𝑛 , 𝑦𝑖 ∈  −1, +1  where 𝑥𝑖  

denotes the video descriptors (instances) and 𝑦𝑖  denotes the 

labels. The optimal hyperplane with the maximal margin is 

achieved by resolving the below unconstrained optimization 

problem for different classes: 

min𝑤
1

2
𝑤𝑇𝑤 + F  𝜉 𝑤; 𝑥𝑖 , 𝑦𝑖 

𝑛
𝑖=1        (17) 

In (17), F > 0 denotes the penalty parameter and 𝑤 

denotes the weight of training sequences𝑥𝑖 . By solving this 

optimization problem, human activities are recognized. 

IV. RESULTS AND DISCUSSIONS 

In this part, the efficiency of JTDD model is analyzed 

with the JDD model in terms of recognition accuracy by 

using Matlab2017b. To evaluate the performance, Penn 

Action dataset is considered which contains 2326 video 

sequences of 15 action classes. Here, 50% dataset is taken as 

the training and the rest 50% is considered as testing dataset. 

For training an attention model, the dataset is splitting into 

1163 training and 1163 testing, randomly. The length of 

videos is from 50 to 100 frames. The body joint coordinates, 

trajectory points and C3D features are acted as baselines. 

Therefore, JTDD with these features is evaluated and 

compared with different pooling settings. The recognition 

accuracy is the portion of True Positive (TP) and True 

Negative (TN) rates among the total number of cases. It is 

computed as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                    (18) 

In (18),𝐹𝑃 is False Positive and 𝐹𝑁 is the False Negative. 

The results of body joint and trajectory point extraction are 

shown in Fig. 2. 

 

 
Fig. 2(a): Input Video Sequence 1 

 

 
Fig. 2(b): Results for Body Joints Extraction of Input 

Video Sequence 1 

 

 
Fig. 2(c): Results for Trajectory Points Extraction of 

Input Video Sequence 1 
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Fig. 2(d): Input Video Sequence 2 

 

 
Fig. 2(e): Results for Body Joints Extraction of Input 

Video Sequence 2 

 

 
Fig. 2(f): Results for Trajectory Points Extraction of 

Input Video Sequence 2 

In below table, the outcomes on Penn Action dataset are 

given. 

 

Table 1: Recognition Accuracy of Baselines and JTDD 

with Various Configurations 

 

Fuse all 
the 

activation

s 

JTDD 

Fractio
n 

Scaling 

(1×1×1
) 

JTDD 

Coordinat

e 
Mapping 

(1×1×1) 

JTDD 

Fractio
n 

Scaling 

(3×3×3
) 

JTDD 
Coordin

ate 

Mappin
g 

(3×3×3

) 

Joint 
coordinate

s + 

trajectory 
coordinate

s 

0.6120 - - - - 

𝑓𝑐7 0.7211 - - - - 

𝑓𝑐6 0.7368 - - - - 

𝑐𝑜𝑛𝑣5𝑏 0.7052 0.8014 0.8599 0.8086 0.8367 

𝑐𝑜𝑛𝑣5𝑎 0.6305 0.7583 0.7834 0.7533 0.7628 

𝑐𝑜𝑛𝑣4𝑏 0.5324 0.7697 0.7601 0.7847 0.7993 

𝑐𝑜𝑛𝑣3𝑏 0.4297 0.7136 0.6845 0.7021 0.7014 

 

From this analysis, it is observed that the accuracy of 

using the coordinates of body joints and optical flow i.e., 

trajectory points as a feature is not effective. By using the 

C3D features which are fusing all the activations of a 

particular layer as a long vector are highly discriminative 

because they attain high outcomes. The recognition 

accuracy of 𝑓𝑐7 is slightly poorer to that of 𝑓𝑐6. It is 

perhaps since the original C3D on Penn Action dataset do 

not fine-tune that the second 𝑓𝑐 layer is more fit for the 

classification of the pre-trained database. For JTDD, the 

testing on pooling at different 3D 𝑐𝑜𝑛𝑣 layers with different 

body joint and trajectory point mapping formats are 

publicized. 

From Table 1, it is noticed that the JTDD have superior 

performance compared with C3D features that express the 

efficiency of body joint and trajectory point guided pooling. 

The outcomes of various fusing combinations with the 

scores of SVM on Penn Action dataset is shown in Table 2 

and Fig. 3. 

Table 2: Recognition Accuracy of Fusing JTDD from 

Multiple Layers Together with the Scores of SVM 

 

Fusion Layers 

𝒄𝒐𝒏𝒗𝟓𝒃 + 𝒇𝒄𝟔 
𝒄𝒐𝒏𝒗𝟓𝒃
+ 𝒄𝒐𝒏𝒗𝟒𝒃 

𝒄𝒐𝒏𝒗𝟓𝒃
+ 𝒄𝒐𝒏𝒗𝟑𝒃 

JDD JTDD JDD JTDD JDD JTDD 

Accuracy 0.855 0.867 0.981 0.987 0.860 0.873 

 

 
Fig.3: Recognition Accuracy of Fusing JTDD from 

Multiple Layers 

 

In Fig. 3, it is indicated that fusing JTDDs of different 

layers certainly increases the recognition outcomes. The 

combination of JTDDs from 𝑐𝑜𝑛𝑣5𝑏 and 𝑐𝑜𝑛𝑣4𝑏 increases 

the recognition performance mostly. High accuracy is 

achieved by fusing more complementary features. 

The results of the impact of estimated body joints + 

trajectory points versus ground-truth body joints + trajectory 

points for JDD and JTDD is shown in Table 3 and Fig. 4. 

 

Table 3: Impact of Estimated Body Joints + Trajectories 

versus Ground-Truth (GT) Body Joints + Trajectories 

for JDD and JTDD 

Method GT Estimated Difference 

JDD  𝒄𝒐𝒏𝒗𝟓𝒃  0.819 0.777 0.042 

JTDD  𝒄𝒐𝒏𝒗𝟓𝒃  0.835 0.810 0.025 
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Fig.4: Impact of Estimated Body Joints + Trajectories 

versus GT Body Joints + Trajectories for JDD and 

JTDD on Penn Action Dataset 

 

Through Fig. 4, it is noticed that JTDD outperforms 

competing methods significantly on Penn Action Dataset. 

JTDD achieves better accuracy not only with GT body joints 

and trajectory points, but also with estimated body joints 

and trajectory points, greater than JDD in the order of 10%. 

V. CONCLUSION 

In this article, JTDD is proposed to extract the optical 

flow at each body joint positions as the inputs of a C3D 

model by using two streams of C3D networks which are 

multiplied with the bilinear product. Based on this, the 

pooled descriptors for video sequences are generated 

together and the spatiotemporal features are captured. After 

that, the entire network is trained end-to-end by using the 

class label of the two-stream bilinear C3D model to obtain 

the video descriptors. Moreover, the linear SVM is used to 

classify the video descriptors for HAR. Finally, the 

experimental results prove that the recognition accuracy of 

the proposed JTDD model using Penn Action dataset is 

increased to 0.987 while fusing JTDDs from 𝑐𝑜𝑛𝑣5𝑏 and 

𝑐𝑜𝑛𝑣4𝑏 with GT body joints and trajectory points. This 

framework can be applicable for real-time applications such 

as surveillance, theft identification, motion identification, 

etc. 

REFERENCES 

1. A. Sukor, A. Syafiq, A. Zakaria, N. A. Rahim, L. M. Kamarudin, R. 

Setchi and H. Nishizaki, “A hybrid approach of knowledge-driven and 

data-driven reasoning for activity recognition in smart homes,” J. Intell. 
Fuzzy Syst., vol. 36, pp. 4177-4188, 2019. 

2. J. X. Qiu, H. J. Yoon, P. A. Fearn and G. D. Tourassi, “Deep learning 

for automated extraction of primary sites from cancer pathology 

reports,” IEEE J. Biomed. Health Inform., vol. 22, no. 1, pp. 244-251, 

2018. 

3. Y. Kong and Y. Fu, “Human action recognition and prediction: a 
survey,” J. LATEX Cl. Files, vol. 13, no. 9, pp. 1-20, 2018. 

4. H. B. Zhang, Y. X. Zhang, B. Zhong, Q. Lei, L. Yang, J. X. Du and D. 

S. Chen, “A comprehensive survey of vision-based human action 
recognition methods,” Sens., vol. 19, no. 5, p. 1005, 2019. 

5. S. R. Ke, H. Thuc, Y. J. Lee, J. N. Hwang, J. H. Yoo and K. H. Choi, 

“A review on video-based human activity recognition,” Comput., vol. 
2, no. 2, pp. 88-131, 2013. 

6. C. Cao, Y. Zhang, C. Zhang and H. Lu, “Action recognition with 

joints-pooled 3D deep convolutional descriptors,” in Proc.25thInt. Jt. 
Conf. Artif. Intell., vol. 1, p. 3, 2016. 

7. C. Cao, Y. Zhang, C. Zhang and H. Lu, “Body joint guided 3-D deep 

convolutional descriptors for action recognition,” IEEE Trans. Cybern., 
vol. 48, no. 3, pp. 1095-1108, 2018. 

8. S. Ji, W. Xu, M. Yang and K. Yu, “3D convolutional neural networks 

for human action recognition,” IEEE Trans. Pattern Anal. Mach. Intell., 
vol. 35, no. 1, pp. 221-231, 2013. 

9. A. Karpathy, G. Toderici, S. Shetty, T. Leung, R. Sukthankar and L. 

Fei-Fei, “Large-scale video classification with convolutional neural 
networks,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., pp. 

1725-1732, 2014. 

10. I. Lillo, A. Soto and J. Carlos Niebles, “Discriminative hierarchical 
modeling of spatio-temporally composable human activities,” in Proc. 

IEEE Conf. Comput. Vis. Pattern Recognit., pp. 812-819, 2014. 

11. J. J. Tompson, A. Jain, Y. LeCun and C. Bregler, “Joint training of a 
convolutional network and a graphical model for human pose 

estimation,” in Adv. Neural Inf. Process. Syst., pp. 1799-1807, 2014. 

12. C. Cao, Y. Zhang and H. Lu, “Spatio-temporal triangular-chain CRF 
for activity recognition,” in Proc. 23rdACM Int. Conf. Multimed., pp. 

1151-1154, 2015. 

13. L. Wang, Y. Qiao and X. Tang, “Action recognition with trajectory-
pooled deep-convolutional descriptors,” in Proc. IEEE Conf. Comput. 

Vis. Pattern Recognit., pp. 4305-4314, 2015. 

14. L. Liu, L. Shao, X. Li and K. Lu, “Learning spatio-temporal 
representations for action recognition: a genetic programming 

approach,” IEEE Trans. Cybern., vol. 46, no. 1, pp. 158-170, 2016. 

15. R. E. Fan, K. W. Chang, C. J. Hsieh, X. R. Wang and C. J. Lin, 

“LIBLINEAR: A library for large linear classification,” J. Mach. 

Learn. Res., vol. 9, no. Aug, pp. 1871-1874, 2008. 

AUTHORS PROFILE 

N. Srilakshmi completed MCA and M.Phil degree in 

Computer Science from Bharathiyar University in the 

year 2005 and 2008, respectively. Currently, she is 
working as a guest lecturer of Computer Science in 

Government Arts College, Udhagamandalam, affiliated 

by Bharathiyar University. She has 11 years of teaching 
experience. Her area of interests is data mining and pattern recognition. 

 

 
Dr. N. Radha, working as an Associative Professor in 

the department of Computer Science (PG) at PSGR 

Krishnammal College for Women, Coimbatore. She has 
22 years of teaching experience. She has more than 35 

publications in both national/international journals. She 

has guided more than 25 M.Phil scholars. Her research 
area includes data mining, biometric and information security.  

 

 

 



IOP Conference Series: Materials Science and Engineering

PAPER • OPEN ACCESS

Deep Positional Attention-based Bidirectional RNN
with 3D Convolutional Video Descriptors for
Human Action Recognition
To cite this article: N Srilakshmi and N Radha 2021 IOP Conf. Ser.: Mater. Sci. Eng. 1022 012017

 

View the article online for updates and enhancements.

You may also like
Correlation analysis of materials properties
by machine learning: illustrated with
stacking fault energy from first-principles
calculations in dilute fcc-based alloys
Xiaoyu Chong, Shun-Li Shang, Adam M
Krajewski et al.

-

Correlating Polymer-Carbon Composite
Sensor Response with Molecular
Descriptors
Abhijit V. Shevade, Margie L. Homer,
Charles J. Taylor et al.

-

Improving environmental change research
with systematic techniques for qualitative
scenarios
Vanessa Jine Schweizer and Elmar
Kriegler

-

This content was downloaded from IP address 110.224.94.219 on 28/04/2023 at 04:24

https://doi.org/10.1088/1757-899X/1022/1/012017
https://iopscience.iop.org/article/10.1088/1361-648X/ac0195
https://iopscience.iop.org/article/10.1088/1361-648X/ac0195
https://iopscience.iop.org/article/10.1088/1361-648X/ac0195
https://iopscience.iop.org/article/10.1088/1361-648X/ac0195
https://iopscience.iop.org/article/10.1149/1.2337771
https://iopscience.iop.org/article/10.1149/1.2337771
https://iopscience.iop.org/article/10.1149/1.2337771
https://iopscience.iop.org/article/10.1088/1748-9326/7/4/044011
https://iopscience.iop.org/article/10.1088/1748-9326/7/4/044011
https://iopscience.iop.org/article/10.1088/1748-9326/7/4/044011
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjstUFTTgwkrUGb6PrYGTtxcZVyW_jgEzhk0hZ8ExYom8uJ9EuxEYbkNjIIvt7Obp3kXshZg5oIX4czya9iqH_9tkj2yesH35w4-6kmz3QukHxb-Uzqm1Y3W3E9iF4TvpYJzAjJuihYCOLJlG3vwtfHHoeogj7LZPkZsAjodcKtNyCyZB0jbRCE5n3VUEKwlnODnFm58vYHTH-zVTswo5k-My7HJXCkhv7sDkAUTel0u5_PTmy5Px9qOAL5gi5ltQQPUNzrPbLWk0V_Q73mDbxfz7u7VdY1EWBl1K9v7fHc2NrQ&sai=AMfl-YTlKIwrkNPs7Gtvf5h5FQbfzA2vehPOGYPT-HVvDyymAiuZxbAUiiwnqLVjhn4vq9szFrQ5-KlmE5ZqhR8&sig=Cg0ArKJSzHEvw2CEpSx3&fbs_aeid=[gw_fbsaeid]&adurl=https://www.electrochem.org/243/registration%3Futm_source%3DIOP%26utm_medium%3Dbanners%26utm_campaign%3D243REG


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

ICCRDA 2020
IOP Conf. Series: Materials Science and Engineering 1022  (2021) 012017

IOP Publishing
doi:10.1088/1757-899X/1022/1/012017

1

 

 

 

 

 

 

Deep Positional Attention-based Bidirectional RNN with 3D 

Convolutional Video Descriptors for Human Action 

Recognition 

N Srilakshmi1 and N Radha2 

1Ph.D. Scholar, Department of Computer Science, PSGR Krishnammal College for 

Women, Coimbatore, Tamilnadu, India 
2Associate Professor, Department of Computer Science, PSGR Krishnammal College 

for Women, Coimbatore, Tamilnadu, India 

 

srilakshmi.mphil@gmail.com 

Abstract. This article presents the Joints and Trajectory-pooled 3D-Deep Positional Attention-

based Bidirectional Recurrent convolutional Descriptors (JTPADBRD) for recognizing the 

human activities from video sequences. At first, the video is partitioned into clips and these clips 

are given as input of a two-stream Convolutional 3D (C3D) network in which the attention 

stream is used for extracting the body joints locations and the feature stream is used for extracting 

the trajectory points including spatiotemporal features. Then, the extracted features of each clip 

is needed to aggregate for creating the video descriptor. Therefore, the pooled feature vectors in 

all the clips within the video sequence are aggregated to a video descriptor. This aggregation is 

performed by using the PABRNN that concatenates all the pooled feature vectors related to the 

body joints and trajectory points in a single frame. Thus, the convolutional feature vector 

representations of all the clips belonging to one video sequence are aggregated to be a descriptor 

of the video using Recurrent Neural Network (RNN)-based pooling. Besides, these two streams 

are multiplied with the bilinear product and end-to-end trainable via class labels. Further, the 

activations of fully connected layers and their spatiotemporal variances are aggregated to create 

the final video descriptor. Then, these video descriptors are given to the Support Vector Machine 

(SVM) for recognizing the human behaviors in videos. At last, the experimental outcomes 

exhibit the considerable improvement in Recognition Accuracy (RA) of the JTDPABRD is 

approximately 99.4% achieved on the Penn Action dataset as compared to the existing methods. 

1.  Introduction 

Human Activity Recognition (HAR) is the method of using the videos that include a specific activity 

and recover videos of interest to identify an individual's conduct. This has been applied in potential 

fields including video processing, human-computer interface design, medical services and so on.  By 

the day, an incredible number of videos are generated due to monitoring devices, media, YouTube and 

others. Correspondingly, HAR is significant in the field of machine learning in the current era. 

Many deep learning models were suggested based on either supervised or unsupervised learning 

algorithms that can support HAR systems [1-3]. 

Among many deep learning methods, Joints-pooled 3D-Deep convolutional Descriptors (JDD) [4-5] 

has better efficiency by aggregating the convolutional activations of the 3D-deep Convolutional Neural 
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Network (3DCNN) into the discriminative descriptors based on the joint locations. On the contrary, the 

estimation of joints locations takes more time for a huge dataset and also the estimation of skeletons has 

a high complex. As a result, Joints and Trajectory-pooled 3D-Deep convolutional Descriptors (JTDD) 

is suggested [6] that extracts both body joints and trajectory points between two video sequences by 

multiplying two C3D streams: feature and attention with the bilinear product function. Also, the pooled 

descriptors are generated to extracting the spatiotemporal features together. Then, the video descriptors 

are obtained by training the whole network in an end-to-end manner according to the class labels. 

Moreover, these video descriptors are classified via the SVM to recognize individual behaviors. 

Nonetheless, the max-min poling was applied as the feature aggregation method that has high flexibility 

to spatially smooth over the adjacent kernels. This eliminates the necessary spatiotemporal variances 

between class labels. 

Therefore in this article, JTDPABRD is proposed that integrates the PABRNN model into a two-

stream C3D network to extract significant spatiotemporal features and increase the accuracy of 

recognizing individual activities. Initially, the video is split into many clips and these clips are fed to the 

two-stream C3D network as input. In a two-stream C3D network, the attention stream is used to extract 

the guidance of body joints locations and the feature stream is used to extract the trajectory points along 

with significant spatiotemporal features. After, each convolutional feature vector representations of each 

clip belonging to the single video are aggregated using the PABRNN to create the clip descriptor. Also, 

these two streams are multiplied by the bilinear product and end-to-end trained via class labels. 

Moreover, the activations of fully connected layers and their spatiotemporal variances are also 

aggregated to generate the final video descriptor. This video descriptor is applied to the SVM to 

recognize the individual activities in video sequences. Thus, the accuracy of recognizing human 

activities is increased efficiently. 

2.  Literature Survey 

Rahman et al. [7] investigated the HAR system using textural features with classical shape and motion 

features from low-quality videos. But, it needs to learn the richer features from video sequences for 

enhancing the performance. Li et al. [8] proposed a novel two-layer framework for HAR via defining 

the video with low-level local and mid-level motion features. However, several groups in the video were 

not represented the activity part and it cannot determine the number of groups in various datasets which 

affects the efficiency of mid-level encoding. 

Jin et al. [9] proposed a multilevel action descriptor that provides absolute information on human 

activities. But, it was not able to learn deep motion flow from the video sequences. Shou et al. [10] 

suggested a lightweight generator network to get more Discriminative Motion Cue (DMC) for HAR. 

Conversely, it has less accuracy. Huo et al. [11] proposed the new mobile HAR system, but it needs to 

consider the attention scheme for further improving the accuracy. 

Nida et al. [12] proposed a feedforward learning method for recognizing the instructor’s action in the 

classroom. However, an overfitting problem occurred while increasing the hidden layers. Sudhakaran et 

al. [13] proposed a Long Short-Term Attention (LSTA) to extract the features from relevant spatial parts 

and recognize the egocentric activity. But, the accuracy was less. 

3.  Proposed Methodology 

This section explains the JTDPABRD method in brief. The block diagram of the JTDPABRD method 

is depicted in Figure 1. 
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Figure 1. Block diagram of JTDPABRD based HAR system. 

 

Originally, each video sequence is split into many clips or frames and given as input to the two-

stream C3D network. In this network, the input is given to the attention stream and feature stream, 

accordingly. The attention stream is used for extracting the guidance of body joint locations and the 

feature stream is used for extracting the trajectory points or optical flow between each clip including 

spatiotemporal features. The activations of each corresponding body joint location and trajectory point 

are pooled from each channel. To obtain the pooled feature vectors belonging to one clip, RNN, namely 

JTDRD method is applied instead of max-min pooling. But, the standard RNN has a problem of how to 

aggregate network outputs in an optimized manner as various networks trained on similar data can no 

longer be regarded as independent. Therefore, JTD-Bidirectional RNN-Descriptor (JTDBRD) is applied 

to solve the problems in the standard RNN and trained using all available input information in the past 

and future of particular time frames i.e., video clips. The concept is splitting the state neurons of a 

standard RNN in a part for both forward and backward states. The results from forward-states are not 

linked to inputs of backward-states and vice versa. Using both states, input information in the previous 

and the future of the currently estimated frames can be directly used for reducing the objective function 

without the requirement for delays to include future information. 

This BRNN can be trained with similar algorithms as a standard RNN since there are no interactions 

between two kinds of state neurons and so can be extended into the common feed-forward network, Few 

specific solutions are required only at the beginning and the end of training samples. The forward-state 

input at 𝑡 = 1 and the backward-state inputs 𝑡 = 𝑇 are not observed. But, they are set randomly to a 

predetermined value (0.5). Also, the local state derivatives at 𝑡 = 𝑇 for the forward-states and at 𝑡 = 1 

for the backward-states are not known and are set to 0, considering that the information beyond that 

point is not significant for the current update. On the other hand, BRNN cannot be used for providing 

significant feature vectors with the highest likelihood. Also, the problem of BRNN is how to aggregate 

the hidden vectors for feature representations. As a result, PABRNN is proposed in this JTDPABRD 

method that assumes if a feature in one video frame occurs in another video frame, it will have guidance 

on the adjacent context. In other words, the adjacent features should be given more attention that those 

far away since they may include more body joint and trajectory relevant information. The entire trainable 

end-to-end two-stream C3B with the PABRNN framework is depicted in Figure 2. 
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Figure 2. Block diagram of two-stream bilinear C3D with PABRNN-based feature aggregation 

method. 

 

3.1.  PABRNN model 

This PABRNN adopts the BRNN for feature vector representation which takes the pre-trained body 

joints and trajectory points embeddings as the input and creates the hidden vectors by recurrent updates. 

To aggregate the feature vector representations, the standard attention is used which especially relies on 

the hidden vectors for the attentive weight generation. For this purpose, a positional attention scheme is 

proposed and additional steps are performed based on the standard attention as: 

• Discover the occurrence feature positions in each clip related to a single video sequence. 

• Propagate the guidance of feature vectors to other positions with a position-aware guidance 

propagation approach. 

• Create the position-aware guidance vector for every feature in clips according to the propagated 

guidance. 

• Combine the position-aware guidance vector into the standard attention scheme. 

By using the attentive representations of both original and aggregated feature vectors, different 

similarity functions are used for measuring the relevance between each dimension. The Manhattan 

distance similarity function (𝑠𝑖𝑚) is used with 𝑙1-norm as: 

𝑠𝑖𝑚(𝐹, 𝐹𝑎) = 𝑒−(‖𝐹−𝐹𝑎‖1)     (1) 

In Eq. (1), 𝐹 and 𝐹𝑎 are the original feature vector and aggregated feature vectors corresponding to 

in each clip and ‖∙‖1 is the 𝑙1-norm. The structure of this PABRNN model is illustrated in Figure 3. 
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Figure 3. Feature vector representation with PABRNN model. 

 

3.2.  Position-aware guidance propagation 

Based on the above consideration, the features will have guidance on the adjacent context if it occurs in 

other clips. Here, the position-aware guidance propagation is modeled with the Gaussian kernel as: 

𝐾𝑒𝑟𝑛𝑒𝑙(𝑑) = 𝑒
(−𝑑2

2𝜎2⁄ )
     (2) 

In Eq. (2), 𝑑 is the distance between the original and aggregated features, 𝜎 is a parameter that 

constraints the propagation scope and 𝐾𝑒𝑟𝑛𝑒𝑙(𝑑) is the obtained guidance related to the distance of 𝑑 

based on the kernel. Observe that the position-aware guidance is fading while the distance increases. 

Particularly, when 𝑑 = 0, the maximum propagated guidance is obtained. Here, a fixed 𝜎 value is 

applied for all feature vectors and focused on combining the positional context into attentions. 

3.3.  Position-aware guidance vector 

The guidance in a high-dimensional space for attention is modeled by obtaining the position-aware 

guidance vector for each feature vector in the video clips. Initially, consider the guidance for a particular 

distance follows the Gaussian distributions over the hidden dimensions. After, a guidance base matrix 

𝐺 is defined based on the assumption where each column is the guidance base vector related to the 

particular distance. Each element of 𝐺 is described as follows: 

𝐺(𝑖, 𝑑)~𝑁(𝐾𝑒𝑟𝑛𝑒𝑙(𝑑), 𝜎′)    (3) 

In Eq. (3), 𝐺(𝑖, 𝑑) is the guidance related to the distance of 𝑑 in the 𝑖𝑡ℎ position and 𝑁 is the normal 

density with a predicted value of 𝐾𝑒𝑟𝑛𝑒𝑙(𝑑) and standard variance of 𝜎′. Using the guidance base 

matrix, the guidance vector for a feature at a particular position is obtained by aggregating the guidance 

of all features occurring in the video clips: 

𝐴𝑗 = 𝐺𝑐𝑗      (4) 

In Eq. (4), 𝐴𝑗 is the aggregated guidance vector for the feature at position 𝑗 and 𝑐𝑗 is the distance 

count vector which estimates the count of features with different distances. Particularly, for the feature 

at position 𝑗, the count of body joint and trajectory point features with a distance of 𝑑 i.e., 𝑐𝑗(𝑑) is 

computed as follows: 

𝑐𝑗(𝑑) = ∑ [(𝑗 − 𝑑) ∈ 𝑝𝑜𝑠(𝑓)] + [(𝑗 + 𝑑) ∈ 𝑝𝑜𝑠(𝑓)]𝑓∈𝐹  (5) 
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In Eq. (5), 𝐹 is the 3D feature maps containing multiple features, 𝑓 is either a body joint location or 

a trajectory point feature in 𝐹, 𝑝𝑜𝑠(𝑓) is the group of 𝑓’s occurrence positions in different clips and [∙] 
is an indicator function which equals to 1 if the criteria satisfy, or else equals to 0. 

3.4.  Positional attention 

A positional attention scheme is proposed that incorporates the position-aware guidance of the features 

into the aggregated feature’s attentive representations. In particular, the attentive weight of a feature at 

position 𝑗 in the aggregated feature vector is formulated as: 

𝛼𝑗 =
𝑒

(𝑒(ℎ𝑗,𝐴𝑗))

∑ 𝑒
(𝑒(ℎ𝑘,𝐴𝑘))𝑙

𝑘=1

     (6) 

In Eq. (6), ℎ𝑗 is the hidden vector at position 𝑗 based on BRNN, 𝐴𝑗 is the aggregated position-aware 

guidance vector obtained by Eq. (4), 𝑙 is the video sequence length and 𝑒(∙) is the score function which 

estimates the feature significance based on the hidden vector and the position-aware guidance vector. 

Then, the score function is defined as: 

𝑒(ℎ𝑗, 𝐴𝑗) = 𝑣𝑇𝑡𝑎𝑛ℎ(𝑊𝐻ℎ𝑗 + 𝑊𝐴𝐴𝑗 + 𝑏)   (7) 

In Eq. (7), 𝑊𝐻 and 𝑊𝐴 are matrices, 𝑏 is the bias vector, 𝑡𝑎𝑛ℎ is the hyperbolic tangent function, 𝑣 

is the global vector and 𝑣𝑇 is its transpose. By using the obtained attentive weights, the resultant 

aggregated feature vector is represented by the weighted sum of all the hidden vectors: 

𝐹𝑎 = ∑ 𝛼𝑗ℎ𝑗
𝑙
𝑗=1       (8) 

Thus, the aggregated all the pooled feature vectors belonging to one clip is achieved to get the clip 

descriptors. Then, these clip descriptors obtained from different convolutional layers are fused using the 

bilinear production for improving its representation ability [6]. By aggregating the clip descriptors, the 

final video descriptor is generated and the entire network is trained end-to-end with softmax loss 

supervised by the class label. Once the video descriptor is obtained, these are fed to the SVM for 

recognizing the human activities in a specific video sequence. 

Algorithm: 

Input: Video sequences from Penn Action Dataset 

Output: Extracted body points, trajectory points (Video descriptor) 

 Begin 

 Split video sequences into clips; 

 𝒇𝒐𝒓(𝑒𝑎𝑐ℎ 𝑐𝑙𝑖𝑝) 

  Initialize CNN parameters for both attention and feature streams; 

  Compute all the activations in convolutional layers; 

  Aggregate activations of each convolutional layers using PABRNN;  

//PABRNN 

  Formulate the position-aware guidance propagation via Gaussian kernel; 

  Calculate the guidance base matrix related to a certain distance; 

  Aggregate the guidance of all features in convolutional layers; 

  Obtain the aggregated guidance vector; 

  Determine the score function and the attentive weight of features; 

  Find the resultant aggregated feature vector (clip descriptors) belonging to one clip; 

  Combine attention and feature streams using bilinear product function; 

  Apply fully connected and softmax layer; 

  Train the C3D using aggregated guidance feature vector; 

  Predict the video descriptors for a video sequence; 

  Perform SVM classifier;   

  Recognize the individual activities in a particular video sequence; 

  End 
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4.  Experimental Results 

In this section, the JTDPABRD method is implemented in MATLAB 2017b as well as its efficiency is 

evaluated with the JTDBRD, JTDRD and JTDD based on the RA. In this experiment, the Penn Action 

dataset is taken into consideration which includes 2326 video sequences of 15 activity classes. The 

videos are captured from various online video repositories. The length of each video is ranging between 

50-100 frames. For every frame, 13 body joints are annotated.  

To validate the efficiency, 80% of the data is taken from the entire dataset for training and 20% of 

data is taken for testing. The body joint coordinates, trajectory points and C3D features are used as 

baselines. As a result, JTDPABRD with these features is evaluated with various pooling i.e., feature 

aggregation configurations.  

The RA is the percentage of True Positive (TP) and True Negative (TN) rates among the overall 

amount of trails performed. 

𝑅𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
     (9) 

In Eq. (9), FP and FN stand for the false positive and false negative. TP is the amount of correctly 

recognized legal activities and they are legal. TN is the amount of correctly recognized illegal activities 

and they are illegal. FP is the amount of wrongly recognized legal activities but they are illegal. FN is 

the amount of incorrectly recognized illegal activities but they are legal. The results of body joints and 

trajectory points extraction are portrayed in Figure 4. 

 

 

Figure 4(a). Sample input video sequence. 

  

Figure 4(b). Results for body joints 

extraction of input video sequence. 

Figure 4(c). Results for trajectory points 

extraction of input video sequence. 

 

The RA results on the Penn Action dataset are provided in Table 1. 

Table 1. RA of baselines and JTDPABRD with various configurations on Penn action dataset. 
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0.6452 - - - - 
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𝑓𝑐7 0.7638 - - - - 

𝑓𝑐6 0.7811 - - - - 

𝑐𝑜𝑛𝑣5𝑏 0.7345 0.8358 0.8829 0.8385 0.8683 

𝑐𝑜𝑛𝑣5𝑎 0.6675 0.7768 0.8047 0.7722 0.7831 

𝑐𝑜𝑛𝑣4𝑏 0.5684 0.7965 0.7873 0.8135 0.8258 

𝑐𝑜𝑛𝑣3𝑏 0.4602 0.7268 0.7059 0.7336 0.7315 

 

In Table 1, the 1st column is the RAs of directly utilizing body joint coordinates with trajectory point 

coordinates as C3D features. The other columns are the RAs achieved by the aggregation of all the 

features in the particular layer. This scrutiny observes that the RA of 𝑓𝑐7 is marginally lower to that 

of 𝑓𝑐6 since the actual C3D on the Penn Action dataset is not able to fine-tune the 𝑓𝑐7 layer which is 

highly preferable to construct the video descriptor for the pre-learned dataset. Also, it observes the 

results of PABRNN-based feature aggregation at various 3D 𝑐𝑜𝑛𝑣 layers. To end, it concludes the 

JTDPABRD has better efficiency as compared to the JTDBRD, JTDRD and JTDD for aggregating the 

guided feature vectors of body joint and trajectory points in the video sequence.  

The results of various combinations of layers using the scores of SVM with late fusion on the Penn 

Action dataset are given in Table 2. 

Table 2. RA of fusing JTDPABRD from multiple layers together on Penn action dataset. 

Fusion layers JTDD JTDRD JTDBRD JTDPABRD 

RA 

𝑐𝑜𝑛𝑣5𝑏 + 𝑓𝑐6 0.867 0.871 0.875 0.883 

𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣4𝑏 0.987 0.989 0.991 0.994 

𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣3𝑏 0.873 0.875 0.879 0.883 

 

Figure 5 indicates that the fusion of JTDPABRD of various layers particularly improves the feature 

extraction and recognition results. The mixture of JTDPABRD from 𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣4𝑏 can maximize 

the accuracy of recognizing individual activities efficiently. This is because aggregating more significant 

features in the 𝑐𝑜𝑛𝑣 layers. 

The results of the impact of estimated body joints + trajectory points versus Ground-Truth (GT) body 

joints + trajectory points for different HAR methods on the Penn Action dataset is given in Table 3. 

Table 3. Impact of estimated body joints + trajectories versus GT body joints + trajectories for 

different methods on Penn action dataset. 

Methods GT Estimated Difference 

JTDD (𝑐𝑜𝑛𝑣5𝑏) 0.835 0.810 0.025 

JTDRD (𝑐𝑜𝑛𝑣5𝑏) 0.838 0.815 0.023 

JTDBRD (𝑐𝑜𝑛𝑣5𝑏) 0.843 0.821 0.022 

JTDPABRD (𝑐𝑜𝑛𝑣5𝑏) 0.847 0.828 0.019 

 

From Figure 6, it is observed that the JTDPABRD gives more efficiency than compared with the 

other methods on Penn Action Dataset. The JTDPABRD attains the maximum efficiency not only with 

GT body joints and trajectory points, however also with the estimated body joints and trajectory points, 

beyond the other methods. 
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Figure 5. RA of fusing JTDPABRD from multiple 

layers together on Penn action dataset. 

Figure 6. Impact of estimated body joints + 

trajectories versus GT body joints + 

trajectories for different methods in Penn 

action dataset. 

 

5.  Conclusion 

In this article, JTDPABRD is suggested to combine the PABRNN and two-stream C3D network for 

extracting the necessary spatiotemporal features and increasing the accuracy of recognizing individual 

activities. First, the video is divided into several clips and these clips are fed to the two-stream C3D 

network as input. In a two-stream C3D network, the attention stream is used to extract the guidance of 

body joints locations and the feature stream is used to extract the trajectory points along with significant 

spatiotemporal features. After, every convolutional feature vector representation of each clip belonging 

to the single video is aggregated via the PABRNN to create the clip descriptor. Also, these two streams 

are multiplied by the bilinear product and end-to-end trained via class labels. Moreover, the activations 

of fully connected layers and their spatiotemporal variances are also aggregated to generate the final 

video descriptor. This video descriptor is fed to the SVM to identify the individual activities in videos. 

To end, the experimental outcomes proved that the RA of JTDPABRD is improved by fusion of 𝑐𝑜𝑛𝑣5𝑏 

and 𝑐𝑜𝑛𝑣4𝑏 with GT feature vectors as compared to the other methods for HAR systems. 
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Abstract: Human Action Recognition (HAR) is a highly notable area of study in contemporary computer vision. 

Many investigations focused on recognizing a person’s actions from video streams based on extracting features 

regarding orientation and motion. This article presents a Joints and Trajectory-pooled 3D-Deep Positional Attention 

(PA)-based Hierarchical Bidirectional Recurrent Convolutional Descriptors (JTDPAHBRD) approach which uses a 

PA-based Hierarchical Bidirectional Recurrent Neural Network (PAHBRNN) for enhancing the feature aggregation 

process. First, the entire video is segregated into multiple blocks and they are provided to the 2-stream bilinear 

Convolutional 3D (C3D) model which applies the PAHBRNN as feature aggregation. In PAHBRNN, the feature 

vectors related to the different parts of a human skeleton in a certain clip are hierarchically aggregated using the 

position-aware guidance vector. Then, 2 different streams in the C3D network are fused and trained end-to-end using 

the softmax loss to get the final video descriptor for a particular video sequence. Further, the Support Vector 

Machine (SVM) classifier is applied to classify the resultant video descriptor to recognize the person’s actions. At 

last, the investigational outcomes demonstrate the JTDPAHBRD achieves 99.6% better recognition accuracy than 

the classical state-of-the-art approaches. 

Keywords: Human action recognition, Deep learning, JTDPABRD, Feature aggregation, Hierarchical BRNN, SVM. 

 

 

1. Introduction 

HAR is a technique used to identify videos that 

contain a particular task and retrieve relevant videos 

to distinguish the behavior of a person. It is often 

used in major domains such as object tracking, the 

development of human-computer interfaces, and 

hospital assistance. Thanks to surveillance systems, 

the internet, Livestream, etc., a vast quantity of 

videos is recorded every day. In computer vision, 

HAR is also extremely crucial in modern scenarios 

[1-3]. Automated detection of specific suspect 

activities in surveillance systems can also assist in 

understanding improper or irrelevant actions e.g., 

automated identification of a loitering person at 

places like aerodromes, subways, etc. 

The motion recognition may allow different 

functionalities such as the automatic recognition of 

many gamers’ movements. In the healthcare sector, 

patient rehabilitation can be supported by automated 

recognition of patients’ actions [4-5]. Commonly, 

HAR is categorized into 3 levels: low, mid, and high. 

In low-level recognition, identification of edges, 

extraction of features, and recognition of actions are 

conducted. In mid-level recognition, identification 

of human-machine interaction and recognition of 

abnormal actions are conducted. Similarly, high-

level recognitions are useful in different 

sophisticated applications.  

Various findings have been reported in the 

previous decades to design different forms of HAR 

systems [6-8]. Alternatively, effective recognition of 

actions is also quite challenging to different 

situations, disparities in perception, and so on. In 

several latest approaches, video is captured under 

some conditions. However, those ideas have still not 

been applied in real-world applications. 

Besides, a two-stage approach is implemented to 

learn and identify the features of original video 

streams by different classification models. The 
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features that are important in many applications are 

hardly recognized since feature selection is highly 

problematic. Specifically, the orientation and 

trajectories of several scenes in the HAR can be 

completely distinct [9].  

Thus, different deep learning approaches have 

been applied for training hierarchical characteristics 

by extracting low- and high-level features [10-13]. 

Such approaches are guided by either supervised or 

unsupervised classifiers to ensure an acceptable 

HAR performance. Unlike other deep learning 

approaches, Cao et al. [14, 15] designed Joints-

pooled 3D-Deep convolutional Descriptors (JDD) to 

pool the convolutional activations of the 3D-deep 

Convolutional Neural Network (3DCNN) into the 

discriminated descriptors depending on the joint 

coordinates. Originally, a complete video sequence 

was partitioned into many blocks of fixed dimension 

and for every block, 3D convolutional attribute 

maps have been determined. Then, the stable joint 

coordinates were situated in the 3D attribute maps of 

a convolutional unit. Also, the activations of every 

joint coordinate in certain blocks were aggregated 

and resampled. Further, the mean pooling and 𝑙2 -

norm were performed to pool these features into the 

video descriptors which were classified by the linear 

SVM. 

Moreover, this approach was extended by the 2-

stream C3D model to simultaneously train the 

reference from the joints and extract the 

spatiotemporal characteristics. In C3D, the joint 

coordinates were extracted using either 

preprocessing or skeleton extraction [16]. A max-

min pooling was performed to pool the body joint-

guided feature vector descriptions. Then, the feature 

and attention streams were multiplied with the 

bilinear product and given to the Fully Connected 

(FC) layers to form the resultant video descriptor. 

But, the time consumption for extracting the joint 

coordinates was high for complex datasets, and also 

extracting skeletons was a complicated process. 

Thus, Joints and Trajectory-pooled 3D 

Descriptors (JTDD) have been designed to extract 

and concatenate the trajectory coordinates or optical 

flow between any video streams along with the joint 

coordinates in the C3D approach [17]. Then, the 

pooled feature descriptors are trained to get the 

resultant video descriptor which was applied to the 

SVM for categorizing the human actions. In contrast, 

the max-min pooling was performed to fuse the 

features which have more versatility to spatially 

perfect over the nearby filters. So, the required 

spatiotemporal disparities among classes were 

removed. 

To tackle this issue, JTDPABRD has been 

developed which exploits the PA-Bidirectional RNN 

(PABRNN) model rather than the max-min pooling-

based feature aggregation in the two-stream bilinear 

C3D network [18]. By using PABRNN, the body 

joint and trajectory point coordinates extracted from 

two different streams were concatenated to get the 

final video descriptor for HAR. In contrast, the 

vanishing gradient problem was occurred due to the 

use of more parameters. Also, it needs to consider 

prior input sequences for extracting the long-term 

spatiotemporal features from long-range video 

sequences. 

Therefore in this paper, a JTDPAHBRD 

approach is proposed which uses PAHBRNN for 

enhancing the feature aggregation process. First, the 

entire video pattern is segregated into multiple 

blocks and they are provided to the 2-stream C3D 

model. After extracting the joint and trajectory 

coordinates at the convolutional layer, the obtained 

feature vectors are passed to the PAHBRNN to 

perform feature aggregation rather than max-min 

pooling. In PAHBRNN, the feature vectors related 

to the different parts of a human skeleton in a certain 

clip are hierarchically aggregated using the position-

aware guidance vector. Then, 2 different streams in 

the C3D network are multiplied by the bilinear 

product and trained end-to-end using the softmax 

loss to get the final video descriptor for a particular 

video sequence. Further, the created video descriptor 

is given to the SVM to recognize the person’s 

actions. Thus, it can extract long-term 

spatiotemporal features and preserves sequence 

information over time. Also, it does not tend to 

vanish with back-propagation through time. As a 

result, the accuracy of recognizing human actions 

from video sequences is improved effectively. 

The remaining sections of the article are 

prepared as follows: Section 2 studies the recent 

HAR systems using deep learning. Section 3 

describes the methodology of JTDPAHBRD and 

Section 4 displays its performance. Section 5 

concludes the research work and suggests future 

enhancements. 

2. Literature survey 

Spatio-Temporal Distilled Dense-Connectivity 

Network (STDDCN) [19] was designed to recognize 

the human actions in the video sequences. In this 

model, knowledge distillation and dense-

connectivity were applied. The main goal of this 

blockwork was to find interaction policies among 

shape and movement points with various structures. 

The spatiotemporal interaction was enabled at the 
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feature representation layer by using the block-level 

dense interactions among shape and movement 

pathways. Further, both points were interacted at the 

high-level layers based on the knowledge distillation 

between two streams and their final merging. Also, 

effective hierarchical spatiotemporal features were 

obtained. But, its accuracy was not effective for 

more complex datasets. 

Cross-covariance [20] has been introduced to 

create Symmetric Positive Definite (SPD) matrix-

based interpretations for recognizing 3D actions. 

The cross-covariance was created by the correlation 

data among the interval-elevated appearances to 

acquire highly informative attributes and interval-

order configuration. Besides, a fashion of expression 

was devised to combine cross-covariance statics and 

covariance statistics as a greater SPD matrix 

obtained from the Riemannian geometry. After that, 

the symmetric cross-covariance was extended into 

the non-symmetric version in which the interval-

order data was included in the associated matrix 

forms. However, it needs to extract highly complex 

non-linear correlations between factors, saliency 

weighting of appearances, spatiotemporal SPD 

representation, and so on to increase efficiency. 

Timed-image-based CNN [21] has been 

suggested to recognize the actions in video 

sequences. Initially, intrinsic 3D attribute training 

was investigated from Hilbert-based meta-image 

representation of 3D information. After that, 2D+X 

representation was developed based on the duality 

among spatial 2D examples and an extra size X 

which may associate interval, frequency, or intensity. 

This description was used to acquire a better balance 

between spatial data and extra data provided by 

differences in X. But, it needs to combine interval-

image characteristics and their respective spatial vs. 

temporal features. 

A multiple-stream deep learning model [22] has 

been developed for characterizing global and local 

movement characteristics in a video sequence. At 

first, global movements were defined effectively 

using the intensity-based 3-layer movement record 

images. Then, the local spatiotemporal samples were 

mined from the skeleton. After that, the results of 

such levels were combined and the field information 

was considered for recognizing human actions. But, 

its efficiency was analyzed only for fixed 

background scenarios.  

A Deep-Wide network (DWnet) [23] has been 

developed for human action recognition depending 

on 3D skeleton information. Initially, attributes were 

mined using the pruned deep model. After, these 

were synchronized to a large-dimensional attribute 

space and identified using the superficial 

configuration. But, its efficiency was less while 

dealing with more samples. 

Correlation Network (CorNet) with a Shannon 

fusion [24] has been developed to learn a pre-trained 

CNN. The CorNet was used to capture a 

spatiotemporal correlation in a block-by-block 

manner without time correspondence. Also, 

Shannon fusion was applied to choose features 

depending on distribution entropy. The final layers 

of the pre-trained spatial and temporal networks 

were correlated for creating a 2D correlation tensor. 

After, this was fed to the FC layers to train the 

model. Further, predictions were made by 

combining the output of CorNet with that from the 

spatial and temporal stream’s outcome. But, its 

performance was not effective when spatial and 

temporal streams were not balanced. 

Integration of a new representation model [25] 

has been developed in which Multilayer Deep 

Features (MDF) of a person area and entire image 

region were integrated into an Extended Region-

aware Multiple Kernel Learning (ER-MKL) scheme. 

First, the off-the-shelf semantic segmentation was 

applied to utilize the human cues. After, highly 

effective representations MDF were built via 

integrating activations at the final convolutional and 

FC layers. At last, ER-MKL was applied to train a 

strong classifier for combining person- and entire 

image-regions MDF. On the other hand, its 

classification accuracy was not effective and the 

computational cost was high. 

A novel hybrid deep learning blockwork [26] 

has been designed to recognize human actions 

depending on the motion tracking and extraction of 

spatial features in video sequences. In this 

blockwork, Gaussian Mixture Model (GMM) and 

Kalman Filter (KF) were used for identifying and 

mining the traveled people and Gated Recurrent 

Neural Networks (GRNN) for gathering the 

attributes in every block which helps to estimate the 

people activity. But, its accuracy was not effective 

for complex datasets and the time of video 

classification was high. 

A Correlational Convolutional LSTM 

(C2LSTM) network [27] has been suggested which 

perceives motion data, spatial features, and temporal 

dependencies to recognize human actions. Initially, 

convolution and correlation functions were 

leveraged to credit both the spatial and motion data 

of the video sequence. Then, a deep network was 

designed by using the suggested units for 

recognizing human actions. But, it has less accuracy 

for more complicated datasets. 
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3. Proposed methodology 

This section describes the JTDPAHBRD 

approach briefly. First, every video pattern is 

segregated into several clips and they are fed to the 

2-stream C3D model. The 2 streams: attention and 

feature streams use the convolutional layer for 

mining the joint and trajectory coordinates, 

respectively along with the spatiotemporal features 

of different human skeleton parts in each clip. Then, 

the activations of every joint and trajectory 

coordinate with their related spatiotemporal features 

for specified human parts are aggregated from every 

channel. For this purpose, PAHBRNN is employed 

rather than the max-min pooling [8]. In PAHBRNN, 

the feature vectors related to the human skeleton are 

considered into 5 different categories as Left Arm 

(LR) and Left Leg (LL), Trunk (TK), Right Arm 

(RA) and Right Leg (RL). These are initially 

extracted from the convolutional layer of the C3D 

model along with the deep features. After the 

convolution layer, the extracted features are given to 

the five different PABRNNs as input. To form the 

motions from the adjacent skeleton features, the 

interpretation of the trunk feature is aggregated with 

those of another 4 types of features, accordingly. 

After, the occurrence of feature positions in all 

video clips associated with the particular sequence is 

obtained. The guidance of the extracted feature 

vectors to every other position is propagated using 

the position-aware guidance propagation method, 

which creates the position-aware guidance vector for 

each feature vector related to the entire human 

skeleton. Thus, the position-aware guidance vector 

gives separate feature vectors for different parts of 

the human skeleton. Further, these separate feature 

vectors are combined into their corresponding 

attention weight to get the resultant aggregated 

feature vectors. Thus, the CNN with PAHBRNN 

can extract and reduce the feature dimensionality 

efficiently. 

Moreover, a two-stream bilinear C3D network is 

trained with the help of a position-aware guidance-

based feature vector from the entire human skeleton 

automatically. The two streams are multiplied by the 

bilinear product. The entire network is trained end-

to-end with softmax loss supervised by class labels. 

As a result, the feature descriptor for a particular 

video sequence is obtained and classified by the 

SVM to identify the person’s actions. The schematic 

representation of JTDPAHBRD-based HAR and the 

2-stream C3D using PAHBRNN is illustrated in Fig. 

1 and 2, respectively. 

 

 
Figure. 1 Schematic representation of JTDPAHBRD-based HAR 

 

 
Figure. 2 Architecture of 2-stream bilinear C3D with PAHBRNN-based feature aggregation approach 
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Figure. 3 Aggregated feature vector representation for entire human skeleton using PAHBRNN model 

 

3.1 Positional attention-based hierarchical BRNN 

Simple human actions are executed only by a 

particular segment of them e.g., hitting and kicking 

forwards are based on tilting the arms and legs, 

accordingly. Few activities are carried out by 

shifting the top or bottom body e.g., bowing down is 

primarily concerned with the top body. Also, highly 

complicated activities are created by the movements 

of such 5 segments e.g., jogging and sailing have to 

cooperate on the movement of the entire body. 

To identify different person activities effectively, 

modeling the motions of such person’s segments 

and their combinations is highly required. For this 

reason, the PAHBRNN is introduced to mine the 

long-term contextual data of spatiotemporal patterns. 

Fig. 3 shows the aggregated feature vector 

representation of an entire human skeleton using 

PAHBRNN. 

The PAHBRNN adopts the HBRNN with 

positional attention method to represent the feature 

vectors by considering the different feature (body 

joints and trajectory points extracted from different 

parts of the human skeleton such as LA, RA, TK, 

LL and RL) embeddings as the input. Consider that 

the features contain position-aware guidance which 

is propagated to direct consecutive video clips based 

on the Gaussian kernel as: 

 

𝐾𝑒𝑟𝑛𝑒𝑙(𝑑) = 𝑒
(−𝑑2

2𝜎2⁄ )
                (1) 

 

Where, 𝑑  refers to the gap between the actual 

and aggregated feature vectors and 𝜎 represents the 

variable that limits the propagation scope. Then, the 

guidance base matrix 𝐺 associated with the certain 

distance 𝑑 and position 𝑖 is defined as: 

 

𝐺(𝑖, 𝑑)~𝑁(𝐾𝑒𝑟𝑛𝑒𝑙(𝑑), 𝜎′)              (2) 

 

Where 𝑁  defines the mean density with an 

estimated 𝐾𝑒𝑟𝑛𝑒𝑙(𝑑)  and standard deviation 𝜎′ . 

Moreover, the guidance vector for a feature at a 

particular position (i.e., LA, RA, TK, LL and RL) is 

obtained by aggregating the guidance of every 

feature extracted from the video clips: 

 

𝐴𝑗 = 𝐺𝑐𝑗                           (3) 

 

Where  
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𝑐𝑗(𝑑) = 

∑ [(𝑗 − 𝑑) ∈ 𝑝𝑜𝑠(𝑓)] + [(𝑗 + 𝑑) ∈ 𝑝𝑜𝑠(𝑓)]𝑓∈𝐹  (4) 

 

In Eqs. (3) and (4), 𝐴𝑗  is the aggregated 

guidance vector for the feature at the position 𝑗 and 

𝑐𝑗 is the distance count vector which estimates the 

count of features with different distances. Also, 𝐹 is 

the 3D feature maps containing multiple features, 𝑓 

is either a body joint location or a trajectory point 

feature in 𝐹, 𝑝𝑜𝑠(𝑓) is the group of 𝑓’s occurrence 

positions in different clips and [∙]  is an indicator 

function which equals to 1 if the criteria satisfy; or 

else, equals to 0. 

Moreover, the position-aware guidance vector 

for a certain feature is combined into the aggregated 

feature’s attentive weight (𝛼𝑗) at the position 𝑗 as: 

 

𝐹𝑎 = ∑ 𝛼𝑗ℎ𝑗
𝑙
𝑗=1                        (5) 

 

Where 

 

𝛼𝑗 =
𝑒

(𝑒(ℎ𝑗,𝐴𝑗))

∑ 𝑒
(𝑒(ℎ𝑘,𝐴𝑘))𝑙

𝑘=1

                     (6) 

 

𝑒(ℎ𝑗, 𝐴𝑗) = 𝑣𝑇𝑡𝑎𝑛ℎ(𝑊𝐻ℎ𝑗 + 𝑊𝐴𝐴𝑗 + 𝑏)       (7) 

 

In Eqs. (5) and (6), 𝐹𝑎  is the final aggregated 

feature vector for an entire human skeleton in a 

certain clip, ℎ𝑗 is the hidden vector at position 𝑗, 𝐴𝑗 

is the aggregated position-aware guidance vector 

obtained by Eq. (3), 𝑙 is the video sequence length. 

In Eq. (7), 𝑒(∙) is the score function which estimates 

the feature significance based on the hidden vector 

and the position-aware guidance vector, 𝑊𝐻 and 𝑊𝐴 

are matrices, 𝑏  is the bias vector, 𝑡𝑎𝑛ℎ  is the 

hyperbolic tangent function, 𝑣  is the global vector 

and 𝑣𝑇 is its transpose. 

Thus, this PAHBRNN can generate the feature 

vectors based on the different parts of the entire 

human skeleton using five different PABRNNs 

efficiently. Moreover, the 2 streams in C3D are 

multiplied using the bilinear product and the 

aggregated feature vectors for all blocks are 

concatenated to get the final video descriptor [6] by 

training the C3D network end-to-end using the 

softmax loss. After obtaining the video descriptors, 

SVM is applied to learn these video descriptors and 

recognize human actions. 

 

Algorithm: 

Input: Training video patterns 

Output: Human actions 

Begin 

Split video sequences into blocks; 

𝒇𝒐𝒓(𝑒𝑎𝑐ℎ 𝑓𝑟𝑎𝑚𝑒)  

Set CNN variables for attention and feature 

streams; 

Extract the features from different parts of the 

entire human skeleton such as LA, RA, TK, LL and 

RL at convolutional layers; 

Concatenate the features extracted from each 

convolutional layer using PAHBRNN; 

//PAHBRNN 

Create the position-aware guidance propagation 

through Gaussian filter using Eq. (1); 

Compute 𝐺(𝑖, 𝑑) by Eq. (2); 

Aggregate the guidance of (i) RA and LA, (ii) 

RL and LL with TK features; 

Aggregate the guidance of the upper and lower 

body to get the resultant aggregated position-aware 

guidance vector using Eqns. (3) (4); 

Get the final combined feature vector belonging 

to a human skeleton in a single clip by calculating 

𝛼𝑗 and 𝑒(ℎ𝑗, 𝐴𝑗) using Eqns. (5), (6) & (7); 

Fuse attention and feature streams in C3D 

network with the aid of bilinear product; 

Train the two-stream C3D network end-to-end 

using softmax loss for a whole video sequence; 

Obtain the final video descriptors; 

Apply the SVM classification; 

Identify the human actions from a specified 

video; 

𝒆𝒏𝒅 𝒇𝒐𝒓  

End 

4. Experimental results  

This part analyzes the efficiency of the 

JTDPAHBRD approach on the Penn Action dataset 

by implementing it in MATLAB 2017b. This dataset 

comprises 2326 video sequences of 15 action labels. 

Each video is collected from different online video 

repositories and has 50-100 blocks including 13 

body joints are annotated for every block. In this 

experiment, 1861 video sequences are used for 

training, and the remaining 465 video sequences are 

used for testing. The joint and trajectory coordinates, 

as well as C3D features, are considered as sources. 

So, the recognition accuracy of JTDPAHBRD with 

these features is analyzed by using different 

aggregation configurations.  

The ratio of human activities which are correctly 

identified is called accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑜.𝑜𝑓 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑎𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑡𝑒𝑠𝑡𝑒𝑑
× 100%  (8) 
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(a)                                                                   (b) 

Figure. 4 (a) Sample input video block and (b) Outcomes of joint and trajectory coordinate extraction 

 
Table 1. Recognition accuracy (%) of sources and JTDPAHBRD with different settings on Penn action dataset 

 Aggregate all 

the 

activations 

JTDPAHBR

D Ratio 

Scaling 

(1×1×1) 

JTDPAHBRD 

Coordinate 

Mapping 

(1×1×1) 

JTDPAHBR

D Ratio 

Scaling 

(3×3×3) 

JTDPAHBRD 

Coordinate 

Mapping 

(3×3×3) 

Joint + 

trajectory 

coordinates 

0.6621 - - - - 

𝐹𝐶7 0.7758 - - - - 

𝐹𝐶6 0.7983 - - - - 

𝑐𝑜𝑛𝑣5𝑏 0.7605 0.8533 0.9064 0.8542 0.8885 

𝑐𝑜𝑛𝑣5𝑎 0.6834 0.7956 0.8257 0.7961 0.8032 

𝑐𝑜𝑛𝑣4𝑏 0.5817 0.8134 0.8015 0.8385 0.8471 

𝑐𝑜𝑛𝑣3𝑏 0.4826 0.7517 0.7293 0.7554 0.7566 

 
Table 2. Recognition accuracy (%) of aggregating JTDPAHBRDs from different units on penn action dataset 

Aggregation Layers JDD 

[14]  

STDDCN 

[19] 

Dwnet 

[23] 

CorNet 

[24] 

JTDD 

[17] 

JTDPABRD 

[18] 

JTDPAHBRD 

𝑐𝑜𝑛𝑣5𝑏 + 𝐹𝐶6 85.5 85.8 86.1 86.3 86.7 88.3 88.9 

𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣4𝑏 98.1 98.2 98.4 98.5 98.7 99.4 99.6 

𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣3𝑏 86.0 86.2 86.5 86.8 87.3 88.3 88.6 

 

The experimental outcomes of extracting the 

joints and trajectory coordinates are illustrated in 

Fig. 4. 

The recognition accuracy results of 

JTDPAHBRD on the Penn Action dataset are given 

in Table 1. 

In Table 1, the 1st column indicates the 

accuracies of recognizing joint and trajectory 

coordinates including C3D features. It exhibits the 

accuracy of recognizing joint and trajectory 

coordinates directly as a feature is not sufficiently 

high. So, all the features in a specific layer should 

aggregate to achieve higher efficiency. The accuracy 

of 𝐹𝐶7 is slightly less than the 𝐹𝐶6. It is achievable 

since the real C3D cannot adjust 𝐹𝐶7 that is well 

suitable to produce an effective video descriptor. For 

this reason, the results on PAHBRNN-based pooling 

at different 3D 𝑐𝑜𝑛𝑣  units in JTDPAHBRD using 

more joints and trajectory coordinates are analyzed. 

The JTDPAHBRD attains greater performance than 

the JTDPABRD, JTDD, and JDD to concatenate the 

guided feature vectors of joint and trajectory 

coordinates in a video pattern based on 5 different 

segments. 

Also, JTDPAHBRDs from different 𝑐𝑜𝑛𝑣 units 

are concatenated to know if they can balance every 

other. Table 2 presents the outcomes of various 

mixtures using late fusion with the SVM scores on 

the Penn Action dataset. It compares the accuracy of 

JTDPAHBRD approach with the existing 

approaches such as JDD [14], STDDCN [19], 

DWnet [23], CorNet [24], JTDD [17] and 

JTDPABRD [18]. 

Fig. 5 demonstrates that the accuracy of fusing 

JTDPAHBRD from 𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣4𝑏  is higher 

than other combinations and it indicates that the 

features are interrelated. Thus, the accuracy of the 

JTDPAHBRD approach for identifying the human 

actions from the video sequences is effectively 

increased than all other existing approaches. 

Similarly, Table 3 presents the outcomes of the 

effect of extracted joints + trajectory coordinates vs. 

Ground-Truth (GT) joints + trajectory coordinates 

for proposed and existing HAR approaches pooled 

from of 𝑐𝑜𝑛𝑣5𝑏 on the Penn Action dataset. 

Fig. 6 proves that the JTDPAHBRD attains a 

very minimum variance between GT joints+ 

trajectory coordinates and extracted joints + 

trajectory coordinate. Hence, it achieves a high 

performance than the JDD, STDDCN, DWnet, 

CorNet, JTDD, and JTDPABRD approach on the 

Penn Action dataset. 
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Figure. 5 Accuracy of aggregating JTDPAHBRD from different units on Penn action dataset 

 
Table 3. Effect of extracted joints + trajectories vs. GT joints + trajectories for proposed and existing approaches on Penn 

action dataset 

Approaches Pooled from 𝒄𝒐𝒏𝒗𝟓𝒃 GT Extracted Variance 

JDD [14] 0.819 0.777 0.042 

STDDCN [19] 0.823 0.782 0.041 

DWnet [23] 0.826 0.786 0.040 

CorNet [24] 0.829 0.791 0.038 

JTDD [17] 0.835 0.810 0.025 

JTDPABRD [18] 0.847 0.828 0.019 

JTDPAHBRD 0.860 0.849 0.011 

 

 
Figure. 6 Influence of identified joints + trajectories vs. GT joints + trajectories for various approaches on Penn action 

dataset 

 

5. Conclusion  

This study proposes the JTDPAHBRD approach 

in which PAHBRNN is employed to develop the 

aggregation of features from each video sequence. 

Initially, each block is fed to the 2-stream C3D 

model to capture the different features from the 

different parts of a human skeleton. After that, these 

characteristics are given to the PAHBRNN which 
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aggregates them hierarchically into a single feature 

vector. Also, two streams in the C3D network are 

combined and trained end-to-end using the softmax 

loss to acquire the resulting video descriptor. Further, 

the SVM is trained on the obtained video descriptor 

and used to recognize the person’s actions. To 

conclude, the investigational outcomes proved that 

JTDPAHBRD on Penn Action dataset has an 

accuracy of 99.6% when concatenating it from 

𝑐𝑜𝑛𝑣5𝑏 and 𝑐𝑜𝑛𝑣4𝑏, which is 1.07% greater than 

all other approaches. While concatenating 

𝑐𝑜𝑛𝑣5𝑏 + 𝐹𝐶6  layers, the JTDPAHBRD on Penn 

Action dataset has an accuracy of 88.9%, which is 

2.83% greater than all other approaches. Similarly, 

concatenating 𝑐𝑜𝑛𝑣5𝑏 + 𝑐𝑜𝑛𝑣3𝑏  layers, the 

JTDPAHBRD on Penn Action dataset has an 

accuracy of 88.6%, which is 2.01% greater than all 

other approaches.   
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Abstract
Objective: To learn different geometric features of body joints from video
frames, as well as trajectory point coordinates, for Human Activity Recognition
(HAR). Methods: Joints and Trajectory-pooled 3D-Deep Geometric Positional
Attention-based Hierarchical Bidirectional Recurrent convolutional Descriptors
(JTDGPAHBRD)-based HAR framework is proposed. This framework considers
the skeleton graph to extract geometric features such as joints, edges, and
surfaces, along with the trajectory point coordinates. A new 3D-deep convo-
lutional network with View Conversion (VC) and Temporal Dropout (TD) lay-
ers is designed that uses a Positional Attention-based Hierarchical Bidirectional
Recurrent Neural Network (PAHBRNN) to learn more discriminatory high-level
features. Then, a Fully Connected Layer (FCL) is applied to get the VideoDescrip-
tor (VD) of a particular frame. Moreover, the obtained VD is classified by the
Support Vector Machine (SVM) classifier to recognize various kinds of human
activities. Findings: The test findings show that the JTDGPAHBRD framework
using the Penn Action database achieves a recognition rate of 99.7% compared
to the existing HAR frameworks. Novelty: This framework has significantly
improved the recognition of human activities. Thus, it represents a promising
framework for the HAR.
Keywords: Human activity recognition; JTDPAHBRD; Geometric features; View
conversion; Temporal dropout; SVM

1 Introduction
An efficient HAR can be difficult due to a variety of circumstances, views, and other
factors. Over the past years, numerous HAR frameworks have been developed using
deep learning algorithms. Deshpnande and Warhade (1) presented an improved model
for HAR by integrated feature approaches such as Histogram of Gradient (HOG) local
feature descriptor andPrincipal ComponentAnalysis (PCA) as global features, aswell as
an optimized SVM classifier. But it cannot learn the local relationship among the image
pixels and it needs a large number of input parameters. Weiyao et al. (2) developed
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a multi-modal HAR framework based on Bilinear Pooling and Attention Network (BPAN).The RGB and skeleton information
was pre-processed and a multimodal fusion network was devised to obtain fused characteristics. The FC 3-unit perceptron
was used to make the final classification decision, but the training database was limited and the total accuracy was influenced
by the weight value in the loss function. Muhammad et al. (3) designed a Bidirectional Long Short-Term Memory (BiLSTM)-
based attention strategy with a dilated Convolutional Neural Network (CNN) to choose effective features in the input frame
and recognize various human actions. Also, the center loss with softmax was used to minimize the loss function in video-based
HAR. But it used a single-stream learning strategy, which was not suitable to learn more discriminative features from the video
frames and recognize complex actions in large-scale datasets.

Khan et al. (4) developed a deep learning model, which comprises feature mapping, feature fusion, and feature selection.
The feature mapping was conducted by DenseNet201 and InceptionV3. Then, deep features were extracted and fused by the
serial-based extended model. The best features were chosen by the Kurtosis-controlled weighted K-Nearest Neighbor (KNN).
Finally, those features were classified by many supervised learning algorithms. But it has a high computational time during the
original deep feature extraction.Wang et al. (5) designed a novel HAR technique called Skeleton EdgeMotionNetworks (SEMN)
to extract gesture data. The SEMN was designed by combining many spatiotemporal segments to obtain a deep interpretation
of skeleton structures. A novel advanced rank error was applied to preserve sequential imperative data, but it was difficult to
differentiate individual activities from granular skeleton images.

Saleem et al. (6) utilized pre-trained VGG-19 for extracting the body joints from the 2D body skeleton and applied SVM
classifier for classifying the human actions. But, its accuracy was less since it did not learn spatiotemporal relationships
among different pixels.Yadav et al. (7) designed a Convolutional LSTM (ConvLSTM) network for skeletal-based HAR. Human
identification and pose estimation were used to determine skeleton coordinates, which were combined with geometric and
kinematic traits to create reference traits. A categorizer head was employed, but it did not consider edges and surface-related
geometric traits to enhanceHAR efficiency. Putra et al. (8) developed aDeepNeural Network (DNN) using transfer learning and
shared-weight schemes for classifying human actions. This model consisted of pre-trained CNNs, attention layers, LSTM with
residual learning, and softmax layers. But it did not satisfy outcomes analyzed for online cases, which need to classify sequences
of ambiguous actions. Li et al. (9) developed a triboelectric gait sensor system for HAR. They applied LSTM and residual units
to extract deep features frommultichannel time-series gait data for improving HAR performance. But it needs more geometric
features for effective HAR. The above-studied frameworks used only a single-stream learning strategy, whereas a two-stream
learning strategy has emerged recently to learn more discriminative features from the video sequences and recognize complex
actions accurately. From this perspective, the JTDPAHBRD framework has been developed, which employs PAHBRNN to
improve the attribute concatenation task (10). In this PAHBRNN-based pooling, the attribute vectors associated with the human
skeleton in all clips were split into multiple parts according to the body structure. Such parts were fed to the multiple PABRNNs
to hierarchically capture and concatenate the long-term spatiotemporal traits. Also, the FCLwas utilized to provide the absolute
VD that was classified by the SVM for HAR.

On the contrary, these frameworks merely fuse the joint and trajectory coordinates at every interval, while the geometric
correlation among joints is ignored in the feature extraction and concatenation process. A typical activity is the formation of a
fossil skeleton linked by joints. Therefore, a meaningful description of activities is provided by the relative geometries among
joints. The trajectory of a specific joint only conveys gesture data and lacks contour or geometrical data.

Hence, the purpose of this research is to consider the relative geometries in the human body to improve HAR. The
JTDGPAHBRD-based HAR framework is proposed, which considers the skeleton graph to extract geometric features such
as joints, edges, and surfaces along with the trajectory point coordinates. The joints are separate points of the body. The edges
are bones that link 2 nearby joints and are represented via the related joint’s locations.The surfaces are the planes made through
2 nearby articulated bones. A new 3D-deep convolutional network with VC and TD layers is designed that uses the PAHBRNN
to learn more discriminatory high-level features. Then, the FCL is applied to get the VD of a particular frame. Moreover, the
obtainedVD is classified by the SVMclassifier to recognize various kinds of human activities.Thus, this framework can increase
the recognition rate of HAR systems.

2 Methodology
This section briefly explains the JTDGPAHBRD framework forHAR. A general schematic representation of the JTDGPAHBRD
framework forHAR is depicted in Figure 1.Themajor goal is to predict an activity label for an unknownvideo sequence. Initially,
an entire video sequence is split into frames. For each frame, basic geometries like joints, edges, and surfaces are defined with
the help of a skeleton graph structure. Also, the trajectory coordinates at each joint location are retrieved.Then, those geometry
and trajectory coordinates are passed to the 2-streamC3D network, which comprises PAHBRNN for the pooling process rather
than the max-min pooling strategy. Afterward, the features from both streams, such as feature and attention, are concatenated
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by the bilinear product, and an absolute VD is obtained by the FCL. The obtained VD is further learned by the SVM classifier
for predicting the action labels of test video sequences.

Fig 1. Schematic representation of JTDGPAHBRD-based HAR

2.1 Representation of Primitive Geometries from Skeleton Information

The skeleton information is an arrangement of 3D coordinates of points that create the distorted pattern of the body. Different
motions of the points exist while the body changes deliberately. Such points are linked according to the physical pattern of body
joints. The body’s shape is represented as a graph, where joints are called points and bones are called edges. For a particular
person, the skeleton information includes 2 geometric restraints: (1) since a bone’s size is fixed, the gap between 2 nearby points
along a linked fragment is constant, and (2) three points that create 2 overlapping fragments lie on a similar plane.

According to these interpretations, the skeleton information carries 3 kinds of data: the remote joints, the edges that represent
the linked fragments, and the surfaces covered by overlapping fragments. These are explained below.

• Joints

Consider M joints for the body pattern, the coordinates of points at an interval create M×3 matrix. When the video sequence
length is T , the skeleton information is represented by a tensor X with dimension T ×M × 3. The joint coordinates that vary
over the period reveal the temporal dynamics of activities. The joint coordinates of a given view are converted into the other
view by the rotationmatrix. Consider pk is the joint’s coordinate vector at a specific period, the new coordinate vector is attained
by

p̃k = Rpk (1)

In Eq. (1), R denotes the revolution matrix with a size of 3×3. For a given video, consider that R is equal for various joints and
various intervals. So, for the joints tensor X , the novel X̃ detected from the other view is defined by

X̃ = X ×3 RT (2)

In Eq. (2),×3 is 3-mode tensor multiplication, X̃ and X take equal magnitudes.

• Edges

In addition to the temporal features of joints, bonemovement forms different activities. A graph is utilized to define the physical
links of joints. The joints are represented by the nodes and the bones are represented by the edges.

For a graph of M nodes, there are M−1 edges. The edge indicates the bone orientation. All nodes have a coordinate vector
and all edges are denoted by subtracting the vector of the beginning point from that of the endpoint. That is,

ek = pi − p j (3)

In Eq. (3), ek, pi, p j define the coordinate vectors of the edge, endpoint, and beginning point, correspondingly. The skeleton
structure edges are defined by a tensor Y with sizes T × (M−1)× 3. The node is represented using the edge vector that
terminates at that node. For a node that doesn’t contain end points of edges, it is represented by a 0 vector. In this manner,
the size of Y is incremented by 1 and the sizes of X and Y are created as equal.
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The coordinate vectors of edges of a certain view are converted into the other view using a revolution matrix. For the
coordinate vector of an edge at a specified interval, the conversion is realized depending on Eqns. (1) and (3):

ẽk = p̃i − p̃ j = Rek (4)

In Eq. (4), ẽk is the converted vector of ek. Also, it is defined as:

Ỹ = Y ×3 RT (5)

In Eq. (5), Ỹ is the converted tensor of edges. Relating Eq. (2) and Eq. (5), it is observed that the revolution matrices of joints
and edges are equal.

• Surfaces

The edges reflect the pairwise correlations among the joints. It is unable to represent the scenario wherein 2 joints with nearby
edges are situated next to one another. Similarly, HAR also benefits from the relative motions of nearby bones. Because 2 nearby
edges create a plane surface, the standard vector is utilized to represent the surface. Consider ei, e j are the vectors denoting 2
nearby edges, the standard vector sk is:

sk = ei × e j (6)

In Eq. (6),× is the cross product in the 3D area.The vector is not regularized because the magnitude represents the overlapping
angle of the respective edges. To maintain the dimension of the standard vector similar to the coordinate vector, it is multiplied
by 100. For the body with M joints, there are (M+2) planes. To create a proper relation with joints and edges, 2 surfaces with
duplicate data (the standard vector is defined by another standard vector) are omitted.This provides M surfaces so the standard
vectors of a sequence are defined using a tensor Z with sizes T ×M×3.

The standard vector of a particular view is detected from the other views. According to the Eq. (6) and Eq.(4), the novel
standard vector of a plane at a certain interval is defined by

s̃k = (Rei)× (Re j) =Co(R)sk (7)

In Eq. (7),Co(R) denotes the cofactor matrix of R, which is the transpose of the adjoint matrix. For an invertible matrix R, get:

Co(R) = (det (R))
(
R−1

)T (8)

In Eq. (8),
(
R−1

)T denotes the transpose of the inverse R. It must be observed that the determinant of a revolution matrix is
one and R−1 is its transpose. Eq. (8) is deduced as:

Co(R) =
(
R−1

)T
= R (9)

Thus, for the tensor interpretation of planes, it pursues that:

Z̃ = Z ×3 RT (10)

In Eq. (10), Z̃ denotes the converted tensor of surface standard vectors. Relating Eq. (2), Eq.(5), and Eq. (10), it is determined
that joints, edges, and planes possess an equal revolution matrix.

2.2 Recognition of Human Activities

ForHAR, the 3 categories of skeleton information such as the coordinates of joints, edges, and surfaces along with the trajectory
coordinates are fed to the 2-streamC3Dnetwork.The entire network structure forHAR is depicted in Figure 2. In this structure,
the VC layer and TD layer are added to enhance attribute mining and VD generation.

A. View conversion: Human skeletons can be captured from a random camera perception in a real-time circumstance. To
create view-invariant interpretations, this framework intends to utilize the VC layer to convert the skeleton information into
3D space by capturing the joints, edges, and planes.
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Fig 2. Structure ofproposed 2-stream bilinear C3D network for HAR.

For a given video, X ,Y,Z are converted by a similar conversion matrix R. According to Euler’s rotation theory, R is denoted
as a mixture of revolutions regarding x,y,z axes:

R = Rx (α)Ry (β )Rz (γ) (11)

In Eq. (11), α,β ,γ denote rotate angles of x,y,z, correspondingly. Given a skeleton structure, R is calculated using 3 separate
orientation variables, which are predicted from the skeletons by creating a few significant hypotheses. In the learning task, the
orientations in a specific value are arbitrarily chosen and R is computed to convert the inputs. Here, α,β are sampled from(
−π

2 ,
π
2

)
and γ is set as 0 since the surface is nearly perpendicular to the z-axis. In the test phase, α ,β ,γ are set as 0, and the

actual tensors of joints, edges, and planes are utilized.
B. Temporal dropout: The skeletons gathered might not often be accurate because of noise and pose variations. To solve

this issue, a method is adopted depending on dropout, which enhances the framework’s robustness. For a typical dropout, all
hidden units are arbitrarily neglected from themodel with a chance of pdrop in the learning. For the test stage, each activation is
utilized and 1− pdrop is multiplied to consider the rise in the estimated bias. TD is marginally varied from the typical dropout.
For T × d matrix interpretation of a frame, where T denotes the frame size and d denotes the feature size, merely T dropout
tests are executed, and the dropout range is extended among the feature size. This method is motivated by the spatial dropout
to analyze the convolution feature 4D tensor. In this study, it is altered for 3D tensor and applied for attribute training from
frames. As illustrated in Figure 2, the TD is conducted before the PAHBRNN.

Thus, the 2-stream C3D network is trained to create the absolute VD of a given sequence. The obtained VD is provided to
the SVM algorithm to categorize the activities of subjects in specified videos.

3 Results and Discussion
The effectiveness of the JTDGPAHBRD framework is assessed by executing it in MATLAB 2017b. The Penn Action Corpus
is used in this scrutiny, which comprises 2326 video sequences that each include 15 activity tags. All clips are assembled from
several web video libraries and involve 50–100 blocks, each of which has 13 body joints annotated. With this dataset, 1861
video sequences are utilized for learning, while 465 video sequences are utilized for testing. Sources include C3D features,
coordinates of primitive geometries, and trajectory coordinates. To assess the recognition accuracy of JTDGPAHBRD using
these characteristics, several aggregation setups are used.

The proportion of a person’s actions that are correctly recognized is referred to as recognition accuracy. It is computed by
using Eq. (9).

Accuracy =
Number o f recognized actions
Total number o f actions tested

×100%

The sample input video frame and its corresponding skeleton image for representing the coordinates of primitive geometries
are displayed in Figure 3.

Table 1 displays the JTDGPAHBRD recognition rate values for the Penn Action dataset.
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Fig 3. Inputimage and its corresponding skeleton image for primitive geometry coordinates representation.

Table 1. Recognition Rate (%) of Sources and JTDGPAHBRD with Distinct Settingson Penn Action Database
Cumulative
all the
activations

JTDGPAHBRD
Ratio Scaling
(1×1×1)

JTDGPAHBRD
Coordinate Mapping
(1×1×1)

JTDGPAHBRD
Ratio Scaling
(3×3×3)

JTDGPAHBRD
Coordinate Mapping
(3×3×3)

Primitive geometries
+ trajectory
coordinates

0.7018 - - - -

f c7 0.8045 - - - -
f c6 0.8298 - - - -
conv5b 0.7931 0.8763 0.9231 0.8718 0.9042
conv5a 0.7084 0.8251 0.8518 0.8146 0.8275
conv4b 0.6102 0.8406 0.8227 0.8555 0.8633
conv3b 0.5095 0.7794 0.7504 0.7791 0.7727

The accuracy of identifying coordinates for primitive geometries and trajectories is shown in Table 1’s first column. It
demonstrates that the direct recognition of primitive geometries and trajectories as a trait is insufficiently accurate. Therefore,
to increase accuracy, each trait in a given layer must be concatenated. f c7’s accuracy is somewhat worse than f c6’s accuracy.
It is possible because the genuine C3D can’t change f c7, which is necessary to create a meaningful VD. Since additional
primitive geometries and trajectory coordinates were used, the outcomes of PAHBRNN-based pooling at various 3D conv
units in JTDGPAHBRD are examined. It is clear that when concatenating the primitive geometries and trajectory coordinates
in video patterns according to separate parts of the human body (e.g., right leg, right arm, trunk, left leg, and left arm), the
JTDGPAHBRD performs better than the other HAR systems.

Additionally, JTDGPAHBRDs from several conv units are combined to determine whether they can balance one another.
The outcomes of various configurations applying late merging and the SVM grades on the Penn Action database are shown
in Figure 4. It compares the accuracy of JTDPAHBRD framework with the existing frameworks: BPAN (2), SEMN (5), VGG19-
SVM (6), ConvLSTM (7), JTDD (11), JTDPABRD (12), and JTDPAHBRD (10).

Figure 4 displays that concatenating conv5b + conv4b in the JTDGPAHBRD has a greater recognition rate than other
groupings and that the traits are interconnected. Thus, it is concluded that the JTDGPAHBRD framework can accurately
recognize human activities in different video sequences compared to the other existing frameworks. For various HAR
frameworks on the PennAction dataset, Table 2 provides the performance outcomes of the obtained coordinates of the primitive
geometries and trajectories vs. Ground-Truth (GT) geometries + trajectory coordinates. From these analyses, it is clear that the
proposed JTDGPAHBRD framework outperformed the other HAR frameworks applied to the Penn Action database.
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Fig 4. Recognitionrate of JTDGPAHBRD by concatenating different layers for penn action dataset

Table 2. Effect of Obtained Primitive Geometries + Trajectories vs. GT Geometries + Trajectoriesfrom conv5b for Various HAR
Frameworks on Penn Action Database

Frameworks GT Obtained Variation
VGG19-SVM (6) 0.733 0.671 0.062
ConvLSTM (7) 0.751 0.694 0.057
BPAN (2) 0.784 0.735 0.049
SEMN (5) 0.819 0.777 0.042
JTDD (11) 0.835 0.810 0.025
JTDPABRD (12) 0.847 0.828 0.019
JTDPAHBRD (10) 0.860 0.849 0.011
JTDGPAHBRD 0.893 0.886 0.007

4 Conclusion
The JTDGPAHBRD framework was developed in this study that learned both the coordinates of primitive geometries of body
joints and trajectories from multiple video frames for HAR. This framework achieved promising results with a recognition
rate of 99.7%. This framework could also be used in video surveillance systems, sports, defense, etc., for recognizing a person’s
actions precisely.The extraction of different geometries among body joints alongwith the trajectories enhanced the performance
of HAR when using large-scale video sequences. Though it recognizes different human actions, it did not efficiently learn the
spatiotemporal relationships among various geometries and amanual extraction of geometries from long-range video sequences
was complex. So, future workwill focus on introducing a graph-based neural network for automatically learning spatiotemporal
relationships among geometric features to create more robust video descriptors.
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